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Preface

Structural biology is built on the axiom that understanding biomolecular processes in detail
requires explicit knowledge of the atomic-level structure of the macromolecules involved.
However, the level of this knowledge can vary greatly and may substantially affect our
thinking and ability to interfere with the biological actions of cells. The past decade has
seen an unprecedented increase in the complexity of our description of biomolecules: on the
one hand, larger and larger supramolecular assemblies can be studied in increasing detail; on
the other hand, the quantitative description of the dynamical aspect of proteins and their
complexes is now within our reach. The Nobel Prize awarded for cryo-electron microscopy
in 2017 marks an important milestone in the former aspect, whereas the growing number of
methods and applications of ensemble-based descriptions of both folded and unfolded
proteins to account for their dynamic nature is proof of the latter.

The ever-increasing amount of structural information—as of writing these lines, the
PDB holds nearly 150,000 entries—gives rise to many kinds of comparative analyses of
structures as well as approaches to predict and evaluate protein-ligand interactions. In this
book, Chapter 1 describes LiteMol, an interactive visualization tool with a number of
practical features to select and analyze the details of interest in a given protein. Chapter 2
is about Bio3D-Web, designed for straightforward comparative analysis of related protein
structures. The classic protein structure comparison method Dali is detailed in Chapter 3.
CATH, one of the most fundamental resources in protein structure classification and
functional annotation, is presented in Chapter 4. One aspect of understanding the
residue-residue interaction networks within protein structures is analysis of thermal stability.
The method HoTMuSiC, discussed in Chapter 5, offers a way to explore and design point
mutations with respect to changes in melting temperature. A contact-based protein struc-
ture analysis tool, CAD-score, also applicable to protein-ligand complexes, is described in
Chapter 6, whereas Chapter 7 is about a suite of graph-based approaches for the analysis of
protein-ligand interactions. The method Wrap’n’Shake, explained in Chapter 8, is suitable
for a comprehensive enumeration and analysis of possible ligand binding sites on protein
surfaces. The growing number of high-resolution cryo-EM structures made it possible to
determine the membrane interactions of transmembrane proteins based on experimental
data as demonstrated in Chapter 9 describing the recently developed method MemBlob.

Protein structure determination has always relied on extensive computations and the
search for synergy between a priori known structural features—such as bond lengths, angles,
and other preferences—but today the power of combining measurements and calculations is
more evident than ever when the structures of large protein complexes are determined by
docking methods making use of experimental data. This is well exemplified by the methods
PyDockSaxs and HADDOCK, capable of incorporating SAXS and cryoEM-based data,
presented in Chapters 10 and 11, respectively. Other selected approaches of protein complex
modeling making use of pairwise interactions or interaction graphs, CombDock and Dock-
Star, are presented in Chapter 12. Chapter 13 describes the use of VAST+, a tool for
comparative analysis of protein complexes.

NMR spectroscopy is clearly the best tool for experimental characterization of protein
internal dynamics in solution. The comprehensive resource BioMagResBank is an invaluable
complex resource of parameters determined by NMR spectroscopy. Its organization and
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usage is detailed in Chapter 14. Chapters 15 and 16 describe BME and CoNSEnsX+, tools
for the generation and analysis of ensemble-based descriptions of proteins that reflect
dynamical features determined primarily by NMR spectroscopy.

By providing practical guidance in the usage of the tools listed above, we hope to
provide the reader a state-of-the-art practical reference in the continuously changing and
growing field of structural bioinformatics.

Budapest, Hungary Zoltán Gáspári
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Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 255

viii Contents



Contributors

DAVID B. ASCHER • Structural Biology and Bioinformatics, Department of Biochemistry and
Molecular Biology, Bio21 Institute, University of Melbourne, Melbourne, VIC, Australia;
Computational Biology and Clinical Informatics, Baker Heart and Diabetes Institute,
Melbourne, VIC, Australia; Instituto René Rachou, Fundação Oswaldo Cruz, Belo
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Chapter 1

Visualization and Analysis of Protein Structures
with LiteMol Suite

David Sehnal, Radka Svobodová, Karel Berka, Lukáš Pravda, AdamMidlik,
and Jaroslav Koča

Abstract

LiteMol suite is an innovative solution that enables near-instant delivery of model and experimental
biomacromolecular structural data, providing users with an interactive and responsive experience in all
modern web browsers and mobile devices. LiteMol suite is a combination of data delivery services
(CoordinateServer and DensityServer), compression format (BinaryCIF), and a molecular viewer (LiteMol
Viewer). The LiteMol suite is integrated into Protein Data Bank in Europe (PDBe) and other life science
web applications (e.g., UniProt, Ensemble, SIB, and CNRS services), it is freely available at https://litemol.
org, and its source code is available via GitHub. LiteMol suite provides advanced functionality (annotations
and their visualization, powerful selection features), and this chapter will describe their use for visual
inspection of protein structures.

Key words Protein visualization, Atom selection, Validation report, Ligand representation, Electron
density

1 Introduction

Visualization is a critical step in understanding and making effective
use of macromolecular structure data. The review by O’Donoghue
et al. [1] describes a range of use cases requiring interactive visuali-
zation to help answer biological questions, from the basic display of
secondary structure to the determination of complex structure-
sequence relationships or analysis of ligand binding sites. Moreover,
visual inspection of the data obtained from X-ray diffraction experi-
ments (i.e., electron densities) or electronmicroscopy imaging (i.e.,
electric potential maps) allows users to assess the quality of the
models derived from data.

For these reasons, we have developed LiteMol suite [2], an
innovative open-source solution consisting of a 3D molecular visu-
alizer (LiteMol Viewer), data delivery services (CoordinateServer
and DensityServer), and a data compression format (BinaryCIF).

Zoltán Gáspári (ed.), Structural Bioinformatics: Methods and Protocols, Methods in Molecular Biology, vol. 2112,
https://doi.org/10.1007/978-1-0716-0270-6_1, © Springer Science+Business Media, LLC, part of Springer Nature 2020
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LiteMol Viewer provides an interactive, web browser-based visuali-
zation of 3D structures together with information on experimental
evidence and annotation of the biological context. CoordinateSer-
ver and DensityServer offer a data delivery approach that enables a
dramatic reduction in data transfer size by providing on-demand
access to relevant data, thus eliminating the need to send complete
data files. Finally, the BinaryCIF format provides very high com-
pression ratios to decrease the amount of transferred data. Thanks
to the combination of all these components, the LiteMol suite
enables near-instant data delivery and visualization of large macro-
molecular structures and associated experimental data. The Lite-
Mol suite is integrated into the Protein Data Bank in Europe
(PDBe) and other life science web applications (e.g., UniProt,
Ensemble, SIB, and CNRS services). Its components are freely
available for integration into other online services. The LiteMol
suite can be accessed at https://litemol.org.

This book chapter describes in detail how to use full power of
LiteMol suite and perform advanced tasks focused on visual inspec-
tion of protein structures (see Note 1).

2 Materials

2.1 Implementation

of LiteMol Suite

All components of the LiteMol suite are implemented using the
TypeScript language, which is a typed version of JavaScript. This
means that most of the code (apart from file system access, which is
only available on the server) can be run in both the web browser
and on the server (using Node.js; https://nodejs.org). LiteMol
suite runs in all modern browsers without the need of additional
plugins. The LiteMol suite is an open-source collection of software,
and its source codes are available on GitHub (https://github.com/
dsehnal/LiteMol). An example of LiteMol suite integration into a
web page is also available here: https://www.ebi.ac.uk/pdbe/pdb-
component-library/doc.html#a_LiteMol.

3 Methods

3.1 Visualization of

Annotations

LiteMol Viewer is able to display multiple annotations together
with structure itself—it can give annotation about the structure
quality, which is otherwise buried within validation reports, it can
visualize sequence annotations from multiple sequence databases,
and it can annotate carbohydrate structures using Symbol Nomen-
clature for Graphical Representation of Glycans.

3.1.1 Annotation of

Structure Quality

LiteMol Viewer is able to display structure quality information
extracted from wwPDB Validation Reports (VR) [3] and Ligand
Validation Reports (LVR) [4] on a model of biomacromolecule
(Fig. 1).

2 David Sehnal et al.
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Visualization of Annotations

from VR

VR include not only information about geometric quality of the
molecule but also assessment of the experimental data. The VR for
a molecule can be downloaded from the PDBe site (find molecule
of your interest; click Details in Experiments and Validation section;
and then find Full Validation Report in the right panel). LiteMol
suite can automatically fetch VR and color cartoon visual of bio-
macromolecule accordingly. The color of each residue depends on
the number of validation issues it exhibits: green ¼ 0, yellow ¼ 1,
orange ¼ 2, red ¼ 3, or more. Note that LiteMol uses the same
coloring scheme as PDBe. Moreover, the information from the VR
is also available as a text description, when you hover a mouse on
individual residues. Some of the quality criteria are displayed
(whenever they apply), including clashes, side chain outliers, Rama-
chandran outliers, and more. Figure 2a shows an example of VR
annotation visualization over 3D structure of drug-metabolizing
enzyme cytochrome P450 3A4. Note that most of the issues are
located on the surface of the protein and not in its binding site core.

How to visualize the information from VR on a structure? In the
left menu, click on the line with the PDB ID. Then click on Add in
the section PDBe Validation Report in the right menu (see Fig. 1).
Finally, click on Add in the section Apply Coloring.

Visualization of Annotations

from LVR

LVR includes validation data for the ligands in this structure. These
data come from ValidatorDB [4], a database comparing the real
ligand structure with its model structure, obtained from wwPDB
Chemical Component Dictionary (wwPDB CCD) [5]. Specifically,
these validation data include information about missing rings,
missing atoms, and chirality mismatches. The residues with the

Fig. 1 How to map validation report (VR) annotation on macromolecular model (PDB ID 1cbs)
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missing atoms or rings are depicted in red. Also, the atoms with
mismatched chirality are shown in red. Figure 2b shows an example
of a quality annotation of the ligand from LVR within ferrochela-
tase. Notice the surplus (green wireframe) and deficient (red wire-
frame) electron densities indicating wrong model fit. Note: There
are currently not present any types of annotations specific for NMR.

How to visualize the information from LVR on a structure?: In
the left menu, click on the line with PDB ID. Then click on Add in
the section Ligand Validation Report in the right menu. Then click
on Add in the section Apply Coloring.

3.1.2 Sequence

Annotation

The databases such as InterPro, Pfam, CATH, SCOP, or UniProt
provide many highly useful information about various biologically
important regions located in the sequence of the biomacromole-
cule (e.g., binding sites, activation or inhibition regions, muta-
tions). LiteMol suite is able to display some of the information
aggregated by SIFTS service and accessible over the PDBe API.
These sequence-based annotations are in turn mapped on a protein
structure. For example, Fig. 2c shows visualization of the BH3
peptide domain region from InterPro in proapoptotic protein
BAX—this domain is important for initiation of apoptosis.

Fig. 2 Visualization of annotations in LiteMol Viewer: (a) cytochrome P450 3A4 (1tqn), coloring based on
Validation Report; (b) ferrochelatase (3aqi), coloring based on Ligand Validation Report—red atom in cholic
acid has wrong chirality (balls-and-sticks representation with electron density isosurfaces); (c) BAX proa-
poptotic protein (1f16) with highlighted BH3 domain (InterPro annotations); (d) IL-18 in complex (3wo3)
containing bound glycans (protein in cartoon, glycans in balls-and-sticks, and 3D-SNFG representation)
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How to visualize the sequence annotation on the structure? The
same way as for VRs, but use the section Ligand Validation Report
instead of PDBe Validation Report.

3.1.3 Annotations of

Carbohydrates

The schematic representation of carbohydrates in 3D space facil-
itates their interpretation; however, none of the state-of-the-art
visualization software supports this notation. For this reason, Lite-
Mol Viewer integrates annotation and visualization of monosac-
charides in glycans using the 3D Symbol Nomenclature for
Graphical Representation of Glycans (3D-SNFG) [6] nomencla-
ture (derived from original SNFG annotation, e.g., Man, GalNAc,
ManN [7]). These symbols allow user to readily identify which
monosaccharide residues are present in the structure and where
they are located. Additionally, a name given by SNFG nomencla-
ture is displayed on mouse hover. Figure 2d shows visualization of
protein containing glycans.

How to annotate and visualize glycans? During reading of the
input structure, LiteMol Viewer automatically identifies glycans
and annotates them SNFG conventions. Afterward, the glycans in
the structure are by default depicted via 3D-SNFG symbols. In the
left menu, the carbohydrate part is mentioned as Std. Carbohy-
drates. Its default visualization methods are 3D-SNFG and Balls
and Sticks.

3.2 Selection

Functionality in the

User Interface

LiteMol suite has a selection language available, similar to other
structure visualization tools such as VMD or PyMOL. The LiteMol
selection algebra is inspired by PatternQuery [8], which was devel-
oped by our team. The selection functionality is integrated directly
into LiteMol suite user interface. Its commands are described in the
Table 1 (see Note 1, part Selection Language). More details can be
found in the LiteMol Wiki pages (https://webchem.ncbr.muni.cz/
Wiki/LiteMol:UserManual).

How to perform selections?: In the left menu, click on the line
with Model. Then, in the right menu, click on Selection and type
your query. Then, click on Add.

3.3 Visualization of

Large Structures by

Distance-Based

Coloring

One of the ways to color macromolecular structure is a rainbow-
coloring based on the distance from the particle center (see Fig. 3).
This is a standard way to display, for example, viral capsids in the
structural virology. LiteMol Viewer can rainbow-color any struc-
ture representation by their distance to the center of mass in just a
few clicks. This functionality combined with low memory footprint
of CoordinateServer-delivered data enables to display viral capsids
even on mobile devices.

How to color structure representation by the distance from the
structure center? First, we need to select a molecule visual of a
deemed molecule model selection (e.g., surface representation of
polymer) from the left-hand entity tree menu. Next, click on the
line Particle coloring in the right menu and click Add.
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Table 1
Queries in LiteMol suite—selection functionality in the user interface and in CoordinateServer

Type of object
Selection queries in the
UI (including examples)

CoordinateServer
queries (including
examples)

Description of query (and
corresponding mmCIF fields)

Basic query

Atomsa atomsByElement(’C’,’O’) – Atoms based on their element
symbol (field _atom_site.
type_symbol)

atomsByName(’N’,’CA’) – Atoms based on their atom name
(field _atom_site.
label_atom_id)

atomsById(1,2,3) – Atoms based on their integer
identifier (field _atom_site.id)

Residuesb residuesByName(’ALA’,
’PO4’,’HEM’)

/residues?
authName¼HEM

Residues based on their residue
name (field _atom_site.
label_comp_id)

residuesById(42,157) /residues?
authSeqNumber¼42

Residues based on integer
identified (field _atom_site.
auth_seq_id)

– /residueRange?
authAsymId¼A&
range¼1-5:20-30

Residues with asym id (field
_atom_site.auth_asym_id) in
the range

Chain parts backbone() /backbone Extracts a backbone of a protein
or nucleic acid

– /trace Atoms named CA and P from
polymer entities + optionally
HET and/or water atoms

sidechain() /sidechain Complement to the backbone
query, i.e., all polymer atoms
without such name are
reported

hetGroups() /het HETATM atoms defined by the
field _atom_site.group_PDB.
CoordinateServer does not
include waters in /het command

nonHetPolymer() – ATOM atoms defined by the field
_atom_site.group_PDB

cartoon() /cartoon Extracts atoms vital for polymer
cartoon visualization based on
their names: CA, O, O50, C30,
N3

Chainsc chainsById(’A’, ’B’) /chains?
authAsymId¼A

Polymer chains based on their id
(field _atom_site.
auth_asym_id)

Larger objects – /assembly?id¼1 Constructs assembly with the
given id

– /entities?
type¼polymer

Entities that satisfy the given
parameters

everything() /full All atoms in the active context

(continued)
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3.4 CoordinateServer

and Its Selection

Functionality

CoordinateServer is a web service for delivering a subset of mmCIF
coordinate data for a PDB entry held in the archive. The server is
able to return the specific portions of the structure, as specified in a
user’s query (seeNote 2), for example, the coordinates of the atoms
within a 5 Å radius around the ligand binding site, including
symmetry mates. As a result, it greatly reduces the time needed to
transmit and manipulate the data. The outputs of the

Table 1
(continued)

Type of object
Selection queries in the
UI (including examples)

CoordinateServer
queries (including
examples)

Description of query (and
corresponding mmCIF fields)

Advanced query

Inside residuesByName(’GLY’).
inside(chainsById(’A’))

– Finds selection within another
selection

Surrounding
residues in a
sphere

residuesByName
(’HEM’).
ambientResidues(5)

/ambientResidues?
authName¼HEM&
radius¼5

Surrounds the inner selection by
residues that have at least one
atom within the given radius

Whole
surrounding
residues

atomsByElement(’Pt’).
wholeResidues()

– Surrounds the inner selection by
all atoms of residue’s origin

Symmetry
mates

– /symmetryMates?
radius¼5

Identifies symmetry mates within
the given radius

Interacting
ligands

– /ligandInteraction?
&authName¼HET
&radius¼5

Identifies ligands, which interact
with defined residue and are in
the defined radius

Logical query

Or or(residuesByName
(’HEM’).
ambientResidues(5),
chainsById(’A’))

– Merges several selections

Intersection residuesByName
(’HEM’).
ambientResidues(5).
intersectWith
(chainsById(’A’))

– Finds intersection between two
selections

Complement chainsById(’A’).
complement()

– Finds the complement of the
inner selection to the active
context

aCoordinateServer does not support selection of individual atoms
bVia the selection query, the user can define more residue names or IDs. CoordinateServer provides many other

possibilities, representing corresponding mmCIF fields, such as entityId, asymId, and insCode
cVia the selection query, the user can define more Chain IDs
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CoordinateServer is used as data delivery method for LiteMol
Viewer. Moreover, the usage of the CoordinateServer is not limited
to LiteMol Viewer and can be used by any software that supports
the mmCIF format [9]. The CoordinateServer queries are
described in Table 1. More details can be found on the web of
CoordinateServer (https://webchem.ncbr.muni.cz/
CoordinateServer). The data can be encoded in mmCIF or Binar-
yCIF (see Note 3).

How to use CoordinateServer queries? First, prepare a web link
with the query. It should contain the following parts:

<URL of the CoordinateServer> / <PDB ID> / <CoordinateServer query>

For example:

https://www.ebi.ac.uk/pdbe/coordinates/1gzt/ligandInteraction?name=FUC

The prepared query then serves as an input for LiteMol Viewer.
It should be submitted to LiteMol Viewer in the following way: In
the right menu, set Source: URL in the Molecule section. Then
paste the query into the field URL. Finally, click on Add.

3.5 Using

DensityServer to

Explore Electron

Density Data

DensityServer is a web service for streaming slices of 3D volumetric
data—the electron density data available in the Electron Density
Server (EDS) and electron microscopy imaging data from the
Electron Microscopy Data Bank (EMDB). DensityServer provides
near-instant access to user-defined slices of detailed density data
(e.g., 5 Å box around a ligand) in full resolution or a downsampled
surface of the entire structure for quick visualization.

Fig. 3 Surface representation of the slow bee paralysis virus (5j96) using
rainbow-color coding based on the distance from the center of the assembly
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DensityServer includes three commands: Box, Cell, and Data
Header.

Box returns density data inside the specified box for the given
entry. For X-ray data, it returns 2Fo-Fc and Fo-Fc volumes (see
Note 4) in a single response. The box is described by a position of
its bottom left corner and top right corner. The data can be
encoded in mmCIF or BinaryCIF (see Note 5).

Cell returns (downsampled) volume data for the entire “data
cell.” For X-ray data, it returns unit cell of 2Fo-Fc and Fo-Fc
volumes and for EM data returns everything. The user can define
the level of detail of the volumetric data. Possible values are in the
range from 0 (0.52 M voxels) to 6 (25.17 M voxels). Again, the
data can be encoded in mmCIF or BinaryCIF.

Data Header returns a JSON response specifying if the
requested data are available and the maximum region that can be
queried.

The functionality of DensityServer is integrated into LiteMol
suite and allows quick visualization of local density (e.g., in binding
site), as well as a quick overview of global density (e.g., for whole
virus). Similar to CoordinateServer, DensityServer can be used by
third-party solutions.

4 Example Application: Step-by-Step Visual Analysis of Carbohydrate-Binding
Protein

For detailed demonstration of the visual analysis available in Lite-
Mol, we will use the structure of Nipah virus G glycoprotein
(3d12). There are 30 instances of 11 different carbohydrates
found in this protein model. Many of them exhibit validation issues.
In this analysis, we will show how to inspect them and their quality
visually.

Step 1: Visualization of glycoprotein in LiteMol suite:

l Method: Load the structure with PDB ID 3d12 into LiteMol
Viewer (use the section Molecule in the right menu).

l Results: See Fig. 4a. The structure is visualized in default repre-
sentation—cartoon for protein, balls-and-sticks and 3D-SNFG
for carbohydrates, and balls-and-sticks for ligands.

Step 2: Rotation of glycoprotein to see glycans:

l Method: Use the left mouse button for rotation, the right
button for zoom, and the middle button for movement.

l Results: See Fig. 4b; it shows many different glycans. The most
common carbohydrate residue is NAG (N-acetyl-D-glucos-
amine) depicted as a blue cube occurring ten times. We will
focus on the quality issues of this carbohydrate.
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Step 3: Selection and marking of NAGs:

l Method: Create a new selection containing only the NAG resi-
dues (use query residuesByName(’NAG’), details in Subheading
3.2). Color the selection in green (in the section Visual in the
right menu, set Type: Balls and Sticks, Coloring: Uniform
Color; click the plus icon to show more coloring options; set

Fig. 4 Step-by-step analysis of a carbohydrate-binding protein (Nipah virus G glycoprotein, PDB ID 3d12): (a)
visualization of the glycoprotein; (b) rotation of the glycoprotein; (c) selection and marking of NAGs; (d) display
of ligand quality; (e) detailed look at one of the problematic NAGs; (f) NAG electron density visualization
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Uniform to green; confirm by Add). Hide all other heteroatoms
(in the left menu, click on the eye icon in the line HET).

l Results: See Fig. 4c. NAG residues are visible in balls-and-sticks
representation in green.

Step 4: Inspection of the ligand’s quality:

l Method: Add Ligand validation report (details in Subheading
3.1.1).

l Results: See Fig. 4d. Two out of ten NAG ligands exhibit errors
(i.e., at least one green atom turned red).

Step 5: Detailed look at one of the erroneous NAG ligands:

l Method: Click on one of the NAG molecules containing a
red atom.

l Results: See Fig. 4e. The atom C1 exhibits wrong chirality.

Step 6: Visualization of the electron density:

l Method: Add density (select the line 3D12 in the left menu,
then use section Density Streaming in the right menu). Rotate
the scene to see the density around the C1 atom.

l Results: See Fig. 4f. It is obvious that the C1 atom is placed on
the edge of the electron density cloud. In parallel, its neighbor
atom O4 is placed in a red cloud (marking regions where atoms
should not occur). It seems that the positions of both these
atoms are incorrect.

5 Notes

1. For the first release of the LiteMol suite, development was
focused mainly on designing and implementing methods for
fast data delivery and visualization of large molecular data sets
in a web browser environment. As a result, some “standard
features” are not present in the current version of LiteMol
Viewer.

l Multiple models/trajectories: The viewer can parse and dis-
play multiple models inside a single scene. But there is no
“play” support similar to the functionality provided by
desktop viewers such as PyMOL or VMD. We plan to
include this functionality in a future version of the viewer.

l Selection language: The selection language in LiteMol is
currently not very well suited for nonexpert users of the
application, as it is targeted to expert developers who inte-
grate LiteMol Viewer as a plugin into their services. We plan
to include support for PyMOL/VMD/etc. selection
expressions in a future version of the viewer.
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l State saving: There is currently no built-in way to save the
state of the application. However, the state can be saved and
reconstructed manually depending on the particular use
case of the plugin. In a future iteration of LiteMol Viewer,
we plan to provide built-in support for this functionality.

2. The selection query specifies the subset of atoms for which the
data will be sent. However, it is not possible to specify which
types (columns) of data will be sent—the server response always
includes all columns (residue name, element symbol, coordi-
nates, etc.).

3. CoordinateServer currently supports only PDBx/mmCIF,
PDB, and MOL/SDF data formats. We plan to support addi-
tional formats, such as Gromacs/Amber trajectory files, in
future releases.

4. A brief introduction to different types of electron density maps
is available at https://www.rcsb.org/pages/help/edmaps.

5. DensityServer outputs the density data in mmCIF or Binary-
CIF format. However, the input data for DensityServer are
typically in CCP4/MAP format (mode 0 and 2), which is
provided by PDBe for both PDB and EMDB structures.
Other input formats are currently not supported—we will
extend this as necessary as additional data formats become
available.
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Chapter 2

Comparative Protein Structure Analysis with Bio3D-Web

Barry J. Grant, Lars Skjærven, and Xin-Qiu Yao

Abstract

Bio3D-web is an online application for the interactive analysis of sequence-structure-dynamics relationships
in user-defined protein structure sets. Major functionality includes structure database searching, sequence
and structure conservation assessment, inter-conformer relationship mapping and clustering with principal
component analysis (PCA), and flexibility prediction and comparison with ensemble normal mode analysis
(eNMA). Collectively these methods allow users to start with a single sequence or structure and character-
ize the structural, conformational, and internal dynamic properties of homologous proteins for which there
are high-resolution structures available. Functionality is also provided for the generation of custom PDF,
Word, and HTML analysis reports detailing all user-specified analysis settings and corresponding results.
Bio3D-web is available at http://thegrantlab.org/bio3d/webapps, as a Docker image https://hub.docker.
com/r/bio3d/bio3d-web/, or downloadable source code https://bitbucket.org/Grantlab/bio3d-web.

Key words Protein structure, Protein dynamics, Protein flexibility, Sequence-structure-function rela-
tionships, Structural bioinformatics

1 Introduction

Bio3D-web is an online webserver for the user-friendly analysis of
protein structures [1]. Bio3D-web runs on all modern web brow-
sers and provides functionality for the following: (1) the identifica-
tion of related protein structure sets to user-specified thresholds of
similarity, (2) the multiple alignment and structure superposition,
(3) sequence and structure conservation analysis, (4) inter-
conformer relationship mapping with principal component analysis
(PCA), and (5) comparison of predicted internal dynamics via
ensemble normal mode analysis (eNMA). This integrated function-
ality provides a complete workflow for the investigation of
sequence-structure-dynamics relationships within large protein
structure sets. In addition to a convenient easy-to-use interface
for exploring the effects of parameter and method choices,
Bio3D-web also records the complete user input and subsequent
graphical results of a user’s session. This allows users to easily share
and reproduce the sequence of analysis steps that created their
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results. In particular, custom summary reports can be created in
multiple formats that capture all user-defined analysis choices and
optionally enable collaborators to visit previous analysis sessions.

Bio3D-web is powered by a subset of the well-established
Bio3D R package for structural bioinformatics [2, 3]. In contrast
to the conventional Bio3D package, Bio3D-web does not require
any installation or programming skills. Rather, you explore through
an interactive online interface (instead of programing your analysis
workflow with the R-Bio3D language at the Unix like command
line). The design of Bio3D-web emphasizes simplicity over exhaus-
tive inclusion of the many additional analysis methods available in
the full Bio3D package (see Note 1). This effectively reduces the
required technical expertise and thus facilitates advanced structural
bioinformatics analysis for a broader range of students and
researchers. For example, Bio3D-web is used in undergraduate-
and graduate-level bioinformatics and structural biology courses
at UC San Diego and elsewhere. In research settings, Bio3D-web
is most often used to quickly explore protein structure datasets;
map their structural, conformational, and internal dynamic proper-
ties, and thus understand general trends that can inform more
specialized analyses.

2 Materials

The main Bio3D-web server is available without restriction at
http://thegrantlab.org/bio3d/webapps. Full source code is made
available under a GPL2 license from https://bitbucket.org/Gra
ntlab/bio3d/. The most convenient way to install and run your
own Bio3D-web instance is via the Dockerized version hosted at
https://hub.docker.com/r/bio3d/bio3d-web/. This image
includes all necessary dependencies and can be run on any computing
infrastructure or cloud platform supporting Docker (seeNote 2).

3 Methods

3.1 Overview Bio3D-web analysis typically proceeds through five consecutive and
dependent steps, (namely SEARCH, ALIGN, FIT, PCA, and
eNMA). Each step is implemented as a consecutive navigation tab
of the Bio3D-web interface (see Fig. 1 navigation tabs) and
described further below.

1. Structure search and selection (SEARCH). This tab enables the
identification and selection of PDB structures related to a user
input PDB code or protein sequence. Identified structures are
presented in rank order of decreasing sequence similarity to the
query. Selected structures from this set will be subject to
ensemble analysis of their sequence structure and conforma-
tional relationships in additional tabs.
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2. Multiple sequence alignment analysis (ALIGN). In this tab, all
previously selected structures are subject to multiple sequence
alignment and initial sequence similarity and sequence conser-
vation analysis.

3. Structure fitting and analysis (FIT). In this tab, aligned struc-
tures are superimposed on their invariant structural core. Anal-
ysis of pairwise structural deviations (RMSD), fluctuations
(RMSF), and multiple structure visualization is also provided
along with RMSD clustering heatmaps, dendrograms, and
histograms.

4. Principal component analysis (PCA). In this tab, PCA is per-
formed on the coordinates of all superimposed structures to
characterize inter-conformer relationships. This analysis effec-
tively captures and summarizes the main conformational fea-
tures and structural displacements of the ensemble. This tab
also provides clustering of the structures based on the calcu-
lated principal components.

Fig. 1 (a) Main navigation tabs and analysis steps of Bio3D-web. Bio3D-web is divided into five major steps,
each represented by consecutive navigation tabs. Each tab is divided into multiple panels representing a task
or analysis. (b) Hit selection for further analysis. The plot shows a summary of the search results where each
dot represents one particular PDB ID. Dots above the dashed red line are above the specified threshold and
can be selected for further analysis. Further structure annotation and optional filtering options not shown
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5. Ensemble normal mode analysis (eNMA). In this tab, normal
mode analysis (NMA) of all structures is performed to predict
large-scale motions. Here, NMA is performed on all structures
in the ensemble in a way that facilitates the interpretation of
structural similarity and dissimilarity trends. This tab also pro-
vides clustering of the structures based on the calculated nor-
mal modes and fluctuation profiles.

In the next section, we present a detailed protocol for the
investigation of protein sequence-structure-dynamics relationship
using Bio3D-web. The procedure will be identical whether you are
using the public webserver or your own local version.

3.2 Example

Application to Ribose-

Binding Protein

Ribose-binding proteins (RBPs) function in bacterial chemotaxis
and transport [4]. RBPs scavenge for ribose in the cell’s environ-
ment by coupling ligation to interaction with chemotaxis receptors
and transporter proteins in the inner membrane. Like many other
proteins of this class, RBPs undergo conformational changes upon
ligation to increase protein-ligand interactions and expose new
surface residues that are recognized by RBP binding partners.
These conformational changes have also been adapted to construct
engineered biosensors that transduce ligand binding to a variety of
physical signals [4]. Understanding the mechanistic details of RBP
conformational changes therefore is important not only for under-
standing their biological function but also for furthering protein
engineering applications. In subsequent sections, we demonstrate
the use of Bio3D-web for the investigation and visualization of the
sequence-structure-dynamics relationships of RBPs using the full
ensemble of experimental structures available from PDB. We note
that analogous workflows using structure ensembles from other
sources, such as molecular dynamics simulations, is a major feature
of the full Bio3D package (see Note 1).

3.2.1 SEARCH: Structure

Search and Selection

To start the analysis, open a web browser and go to the Bio3D-web
application (http://thegrantlab.org/bio3d/webapps). This will
bring you to the first part of the application—the SEARCH tab
(seeNote 3). This tab contains a total of three sub-steps (labeledA–
C).

Input structure(s) or sequence: Here we will use a single PDB
structure code as input and type the RBP PDB code 2DRI into the
input text box (see Note 4 and Fig. 1 user input). When the four
characters of a PDB entry have been entered, the search will auto-
matically start with a progress bar appearing at the very top of the
screen to indicate that the server is working. When the search is
completed, you will find a short summary of your query protein in
the middle panel of the first row. This includes the protein name
and species, as well as PFAM annotation data. You can use the link
to PFAM in this section to learn more about the protein family
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undergoing analysis (see Note 5). The third and final panel of the
first row (right-hand side) provides a simple interactive Input
Structure Visualization. Click and drag the mouse pointer over
the protein to rotate and scroll to zoom. Different display and
coloring options are also available.

Hit selection for further analysis: To proceed, click the blue
Next (Hit selection) button in the first panel or simply scroll
down to panel (b) Hit selection for further analysis. As the title
indicates, this panel controls the selection of hits to be analyzed in
subsequent steps. It includes setting a similarity threshold cutoff
value (Adjust inclusion BitScore cutoff slider), in which struc-
tures above this cutoff can be chosen for further analysis, and the
Limit total number of included structures slider to set the maxi-
mum number of structures to be used. Next to this panel, a plot
provides a schematic representation of the search results. In this
plot, each dot represents a particular hit (i.e., structure with similar
sequence) in the PDB. Dots above the red dashed line are hits
above the cutoff, while blue circles indicate selected hits (see
Fig. 1). Note that a minimum of three structures are required for
the analysis to proceed.

Optional filtering of related structures for further analysis: This
panel (not shown in Fig. 1) allows for optional finer-grained selec-
tion of structures and provides annotation data to help in this
process. This table also links directly to the PDB if you want to
explore the individual PDB entries, as well as their bound ligands
(see Note 6). Proceed to the next main step by clicking on the
ALIGN tab on the top of the page.

3.2.2 ALIGN: Sequence

Alignment and Analysis

The next step in the application includes alignment of all PDB
structures selected in the previous (SEARCH) tab. This is auto-
matically performed upon entering the ALIGN tab. When the
sequence alignment has been completed, panels providing (a) a
summary of the sequence alignment and (b) basic analyses of the
sequence alignment become available (see Fig. 2).

Alignment summary: This panel shows a short summary of the
alignment providing details on the number of sequence rows
(equivalent to the number of PDB structures), as well as the num-
ber of position columns including a specification of the number of
gap and non-gap containing columns. This panel also shows which
PDB structures (if any) contain missing in-structure residues (e.g.,
amino acid residues which have not been resolved in the X-ray
crystallography experiment).

The figure on the right-hand side in the first row provides a
schematic representation of the sequence alignment. Here, the gray
areas represent non-gap positions, while white areas in the align-
ment correspond to gaps. A representation of the sequence conser-
vation is shown above the alignment with red areas indicating
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conserved positions and white indicating less conserved. Note that
the sequences in this figure are ordered based on their similarity
provided by the clustering dendrogram on the left-hand side (more
on this below) (see Note 7). Provided functionality also allows the
users to upload their own sequence alignment file in FASTA for-
mat. This is useful for the correction of potential alignment errors
or for the investigation of alignments from other sources.

Sequence alignment analysis: This panel presents the results of
structure clustering based on pairwise sequence identity as well as
analysis of sequence conservation (see Fig. 2b). By default, a den-
drogram (or tree diagram) representing the arrangement of clus-
ters is shown. The y-axis of the dendrogram represents the distance
(in terms of sequence identity) between the clusters. The cluster
analysis shows that the sequences of the structures in the current
analysis are very similar but can be divided into two major groups
(indicated by black and red labels). Moving the Cluster into K
groups slider will allow the user to set the number of cluster
groups, and by clicking in the More clustering options button,
the user can change the clustering method and obtain PDF and text
outputs (see Note 8).

Fig. 2 Sequence alignment summary and analysis. (a) The first row of the ALIGN tab provides an alignment
summary, as well as the option to include/exclude structures for further analysis. Note the information on the
missing in-structure residues. (b) Clustering dendrogram of the pairwise sequence identities. Further
sequence conservation analysis not shown
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Residue conservation: In panel C (not shown in Fig. 2), the
sequence conservation per residue position is displayed with respect
to the aligned structure set (or optionally the PFAM database seed
alignment set). A number of conservation scoring methods are
available including entropy, similarity, and identity methods (see
Note 9). Secondary structure elements are depicted in the marginal
regions of the plot as black (helices) and gray (sheets) boxes. The
residue numbers provided are obtained from the first structure in
the ensemble.

Optional alignment display: The final sequence alignment is
optionally shown with amino acid residues colored according to
their physicochemical properties. Also note that conserved columns
are depicted with an asterisk (∗), while columns containing similar
amino acid are marked with a hat (ˆ) below the alignment.

When you are done inspecting the sequence analysis, proceed
to the next step of the application by clicking on the FIT tab on the
top of the page.

3.2.3 FIT: Structure

Superposition and Analysis

When entering the FIT tab, the server will automatically start the
process of superimposing all structures onto each other. By default,
the program will identify the invariant core—a region with low
structural variability within the ensemble—and superimpose this
region. Additional superposition options are available including
all C-alpha atoms.

Superposed PDB viewing options: The superimposed structures
are shown in the first row of the FIT tab (see Fig. 3). Click and drag
the mouse over the structures to rotate, and scroll to zoom. By
default, the structures are colored according to the Residue index.
Another useful coloring option is by their cluster membership, for
example, RMSD Cluster Groups (these are calculated based on
pairwise structural deviations discussed further below), i.e., struc-
tures with the same color share a similar conformation (see Note
10).

To visualize the invariant core (in which all structures are super-
imposed to), toggle the Invariant core radio button under Struc-
ture color list. This will color the region defined as the invariant
core red, and all other residues are colored black. As you can see,
the regions colored red show very little structural variability. Next,
color by Gap regions. This will color all residues placed in a gap
containing column (in the ALIGN tab) red. In this case, there are
no gap regions to color (see Note 11).

Initial structure analysis: Scroll further down to the Initial
structure analysis panel (Fig. 3). This panel provides basic analyses
and plotting options of the structure data. This includes clustering
of the structures based on all pairwise RMSD (root mean square
deviation) values. By default, a dendrogram (or tree diagram)
representing the arrangement of clusters is shown. The y-axis of
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the dendrogram shows the distance (in Å) between the clusters.
The cluster analysis shows that the structures can be divided into
two major groups (indicated by black and red labels).

The full matrix of pairwise RMSD values can also be visualized
as a RMSD heatmap representing the structural deviations using a
color scale from white (dissimilar) to red (similar). Toggle the Row
side color by sequence identity clusters checkbox to compare the
clusters from the sequence and RMSD analysis. Notice that in this
case, the sequence differences are not reflected in major structure
differences. The next panel (C) of this tab shows the structural
variation per residue positions in the structure ensemble.

Structural analysis summary: At the bottom of the FIT tab, a
section with three panels provides additional data of the structure
analyses. The first panel gives an overview of the residues compris-
ing the invariant core (with residue identifiers belonging to the
Reference PDB). The second panel (RMSD summary) displays
the RMSD values between the reference PDB and every other PDB

Fig. 3 Structure analyses of selected PDBs. (a) Visualization of all superimposed structures. (b) Clustering
dendrogram based on the pairwise RMSD values. The label colors depict the two cluster memberships
obtained by RMSD clustering. Further structural displacement analysis not shown
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in the ensemble. Finally, the third panel shows the list of cluster
representatives—one structure from each cluster with the minimal
distance to all the other cluster members.

3.2.4 PCA: Principal

Component Analysis

The PCA tab provides principal component analysis (PCA) of the
structure data. PCA is a statistical approach used to transform a
dataset down to a few important components that describe the
directions where there is most variance. In terms of protein struc-
tures, PCA is used to capture major structural variations within an
ensemble of structures. More explicitly, Bio3D-web utilizes PCA to
provide a new condensed view of user-defined structural datasets.
This condensed view is a reframing that retains the essence of the
entire coordinate data. The new view is given in terms of what are
known as principal components. These principal components are
new directions in the data along which there is maximal variance—
or more simply put, the directions where the structure set differs
most (i.e., are most spread out). The whole idea of PCA is to find
these new directions of maximal variation in the coordinate data
and use them to better understand major conformational features
of the dataset.

Principal Component Visualization: The first panel of the PCA
tab (Principal Component Visualization) provides an interactive
visualization of the principal components (PCs). By default, the PC
describing the most of the structural variations (PC-1) is shown in
the visualization window (Fig. 4a). Change the Color options to
Variability Per Position. In this view, atoms are colored on a scale
from blue to red, where red represents atoms showing large motion
amplitudes and blue for more rigid atoms (see Note 12).

Conformer plot: The second panel of the PCA tab shows a
conformer plot—a low-dimensional representation of the conforma-
tional variability within the ensemble of PDB structures (Fig. 4b).
The plot is obtained by projecting the individual structures onto
two selected PCs (e.g., PC-1 and PC-2). These projections display
the inter-conformer relationships in terms of the conformational
differences described by the selected PCs.

The plot shows that the RBP structures can be divided into two
major groups along the two first PCs (Fig. 4b). To inspect which
PDB IDs correspond to the different dots, scroll down to the PCA
conformer plot annotation panel. Click on the row of a given
PDB ID, and this will highlight the structures in the conformer plot
above.

Toggle the Interactive plotting mode option in the
Conformer plot panel. In this plot type, you can hover over any
dot to get information on which PDB ID the dot represents. Note
that red structures are ligand bound “closed” structures with black
structures “open” unbound structures of RBP.
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Residue contributions: The final panel of the PCA tab shows the
contribution of each residue to the individual PCs. The height of
each bar represents the relative displacement of each residue
described by a given PC. Toggle the Show RMSF checkbox to
plot the RMSF profile in the same plot, and use the Choose
Principal Component input field to plot the contributions of
additional PCs.

3.2.5 eNMA: Ensemble

Normal Mode Analysis

The penultimate tab of the app enables normal mode analysis
(NMA) on selected structures of the ensemble [3]. This facilitates
characterizing and comparing flexibility profiles of all selected
structures. Traditional NMA application most often involves the
analysis of only a single protein structure. As the normal modes are
sensitive to the specific protein conformation for which they are
calculated, the exclusion of alternative protein conformations pro-
vides only a limited picture of the overall flexibility of the protein
under different conditions. A more complete picture of protein
flexibility can be obtained with Bio3D-web by performing NMA
across all structures in an ensemble in a way that facilitates the
interpretation of structural similarity and dissimilarity trends. This
allows a user to explore dynamic trends of all crystalized states in
relation to each other without the conventional caveat of poten-
tially overinterpreting the differences between extreme cases and a
single artifactual structure. Furthermore, by carefully contrasting
the fluctuation profiles, one can provide new information on state-
specific global and local dynamics of potential functional relevance.

Fig. 4 The first principal component (PC-1) of the RBP structures reveals a
closing motion and two distinct conformational clusters. (a) Visualization of PC-1
characterizing the major collective conformational variation. (b) The conformer
plot of all available RBP structures. The conformer plot shows a two-dimensional
representation of the conformational variability, where each point represents a
structure and point color indicates the conformational cluster membership. Note
red structures are ligand bound “closed” structures with black structures “open”
unbound structures
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Filter structures: Prior to calculating the normal modes, we
have added the option to reduce the size of the structure ensemble
by filtering out structures of similar conformation (panel Filter
structures). This is useful to reduce the computational load of
the ensemble NMA approach and is used on our public server to
allow expedient return of results. Set the RMSD Cutoff to
0. Observe that all structures have now been selected and are
labeled in the cluster dendrogram on the right-hand side. Click
the green Run Ensemble NMA button to start the calculation of
the normal modes.

Normal Modes Visualization: Once the calculation of the nor-
mal modes is complete, multiple panels offering various types of
analyses of the normal modes appear. The first panel (Normal
Modes Visualization) offers an interactive visualization of the
motions described by the normal modes. Increase the Magnifica-
tion factor to amplify the motions (see Note 12).

Residue fluctuations: The next panel offers plotting of the
NMA-derived fluctuation profiles (Fig. 5a). Here the lines in the
plot are colored according to their cluster membership (see check-
boxes Cluster by). Note that the number of cluster groups was
specified on the previous pages. The fluctuation profiles of the two

Fig. 5 Ensemble normal mode analysis (eNMA) of RBP structures. (a) This panel shows NMA-derived
fluctuations of seven representative structures. The fluctuation profiles are colored according to the
PCA-based clustering analysis. Note that the red ligand bound “closed” structures are predicted to be less
flexible in certain regions. (b) Comparison of NMs and PCs showing the overlap between individual modes
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groups of PDB structures reveal that the black cluster shows higher
flexibility in specific areas than the red cluster; the latter is more
restrained in its fluctuations.

Compare PCA and NMA: In this panel, the normal modes of
the selected PDB structure are compared to the PCs derived from
the ensemble of PDB structures (Fig. 5b). The values provided in
the table correspond to the overlap (i.e., the dot product) between
the mode vectors. The RMSIP value provides an overall score for
the similarity between the PC and NM vectors. The heatmap
reveals that PC-1 and NM-2 show a very high similarity with an
overlap of 0.77. This indicates that the major conformational tran-
sition of this protein system is greatly facilitated by the structure.

Overlap analysis: This panel facilitates comparison between
normal mode vectors and a vector describing the conformational
difference between two structures. This enables the visualization of
which modes contribute to a known functional conformational
transition. An overlap of 1 corresponds to identical vectors, while
an overlap of 0 corresponds to orthogonal vectors.

Clustering analysis based on NMA: In this panel, the structures
grouped based on the similarity of the normal mode vectors using
RMSIP as similarity measure. The clustering heatmaps in the final
row allow a comparison between NM-based clustering and cluster-
ing from RMSD and PCA. Here, red in the heatmap depicts high
similarity (high RMSIP), while the white depicts low similarity.

3.2.6 Summary Report

Generation

The final Report tab allows users to obtain a detailed summary of
all analyses performed and the corresponding results. This includes
figures, tables of all analyzed structures, and various input options
for the calculations performed. Reports are available as HTML,
PDF, and Word format and include a custom link to the analysis
session allowing users to revisit the analysis at a later time.

3.3 Conclusion Bio3D-web provides integrated functionality for the identification,
comparison, and detailed analysis of large user-defined structure
sets online. In this protocol, we have searched, identified, collected,
and analyzed all available E. coli RBP structures. We encourage the
user to expand analysis to related proteins by including additional
structures on the Search tab and to experiment with their own
protein systems.

4 Notes

1. The Bio3D structural bioinformatics package contains exten-
sive functionality for the analysis of biomolecular sequence and
structure from both experiment and theory. For full details,
please see http://thegrantlab.org/bio3d/.
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2. We note that most user needs will be fulfilled by our main
public server. However, for protecting IP and other reasons,
users in industry and elsewhere may wish to set up their own
Bio3D-web server.

3. Additional information and help on each tab and panel can be
found by clicking the About this tab button on a given page
and the small question marks in each panel.

4. The best place to find PDB structure codes is the RCSB PDB
database where text searches can be used to locate structures of
interest.

5. Note the Limit to chain ID dropdown selector in this section,
which enables selecting the chain ID (in multichain PDB struc-
tures). In this particular case, the input PDB contains only one
chain (chain “A”). Note also that there are options available for
biounit and multichain analysis.

6. Note that at the time of writing, the first 11 entries (rows) in
this table are colored blue. These are the PDBs selected for
further analysis. You can (de)select any PDB entry in this table
to include/exclude it for further analysis. For example, deselect
the first entry by clicking, and notice that the blue circle in the
panel b plot above also disappears.

7. The Display alignment editing options checkbox enables
custom filtering of the structures. To remove a particular
PDB from the sequence alignment and further analysis, click
on it with the mouse pointer and hit the delete button on your
keyboard. Notice that the alignment regenerates once your edit
is performed. To include it again, click the Reset alignment
button. This panel also contains the option to upload a manu-
ally corrected sequence alignment file.

8. Choose the Heatmap option to display a clustering dendro-
gram with an associated heatmap representing the pairwise
sequence identity (red color corresponds to high identity and
white to low identity). The colored boxes between the heatmap
and the dendrogram correspond to the cluster membership of
the structures.

9. To assess the level of sequence conservation at each position in
an alignment, the “similarity,” “identity,” and “entropy” per
position can be calculated. The “similarity” is defined as the
average of the similarity scores of all pairwise residue compar-
isons for that position in the alignment, where the similarity
score between any two residues is the score value between those
residues in the BLOSUM62 substitution matrix. The “iden-
tity,” i.e., the preference for a specific amino acid to be found at
a certain position, is assessed by averaging the identity scores
resulting from all possible pairwise comparisons at that position
in the alignment, where all identical residue comparisons are

Bio3D-web 27



given a score of 1 and all other comparisons are given a value of
0. “Entropy” is based on Shannon’s information entropy. Note
that the returned scores are normalized so that conserved
columns score 1 and diverse columns score 0.

10. To investigate only a subset of the structures, toggle the Fil-
ter/toggle displayed PDBs check box in the PDBs Viewing
Options panel. A table of all the hits will now appear below the
visualization window. Select PDB IDs you are interested in,
and the visualizer will now only show these selected PDB IDs.

11. The ensemble of aligned PDBs can also be visualized in your
favorite molecular viewer program (e.g., PyMOL or VMD) by
downloading the aligned PDBs with the Download Aligned
PDBs or Download PyMOL session file button. The latter
option will generate a PyMOL session file with the structures
aligned and colored according to the structure color options
chosen in the panel. Click the button to download the file.
Note that the file is zipped and you will have to unzip it before
opening it in PyMOL.

12. A trajectory view of the motion described by the PCA or NMA
can be obtained by clicking on theDownload PDB trajectory
or PyMOL session buttons. This gives you a multi-model
PDB file to be opened in your favorite molecular viewer, e.g.,
PyMOL or VMD. The PyMOL session file provides the
motions as a vector field.
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Chapter 3

Using Dali for Protein Structure Comparison

Liisa Holm

Abstract

The exponential growth in the number of newly solved protein structures makes correlating and classifying
the data an important task. Distance matrix alignment (Dali) is used routinely by crystallographers
worldwide to screen the database of known structures for similarity to newly determined structures. Dali
is easily accessible through the web server (http://ekhidna.biocenter.helsinki.fi/dali). Alternatively, the
program may be downloaded and pairwise comparisons performed locally on Linux computers.

Key words Classification of protein folds, Database searching, Distance geometry, Pattern recogni-
tion, Protein structure alignment

1 Introduction

At the end of 2018, the Protein Data Bank (PDB) contained the
structure of 300,000 protein chains. Nearly all proteins have struc-
tural similarities to other proteins. General similarities arise from
principles of physics and chemistry that limit the number of ways in
which a polypeptide chain can fold into a compact globule. Evolu-
tionary relationships result in surprising similarities, which are even
stronger than similarity due to convergence caused by physical
principles. Comparing 3D structures may reveal biologically inter-
esting similarities that are not detectable by comparing only
sequences and may help to infer functional properties of hypothet-
ical proteins. For example, the recent discovery of structural
homology and a conserved Cys-Asp-His catalytic triad unified two
previously uncharacterized effectors from Legionella pneumophila
with the cycle inhibiting factor (cif) gene family, leading to mecha-
nistic insights of host manipulation by this pathogenic
bacterium [1].

Large proteins can be decomposed into semiautonomous,
globular folding units called domains. Domains are often evolu-
tionarily mobile modules and may carry specific biological func-
tions. Because a common domain may be surrounded by
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completely unrelated domains, most structure comparison meth-
ods search for local similarities. A structural alignment defines a set
of one-to-one correspondences between Cα atoms in two proteins.
This is analogous to sequence alignment, except that the notion of
similarity is much more complex between three-dimensional
objects than between linear sequences. A large variety of scoring
functions for structural similarity have been proposed [2]. The
most important categories are (1) scoring functions based on the
root mean square deviation (RMSD) of rigid-body superimposition
and (2) scoring functions allowing flexible superimposition or plas-
tic deformations. Early works based on visual analysis of folds
stressed the importance of plastic deformations in the evolution
of protein structure. Dali’s scoring function belongs to the latter
category, and it has been shown to yield structural dendrograms
that agree well with expert classifications [3–5].

The Dali method is based on a sensitive measure of geometrical
similarities defined as a weighted sum of similarities of intramolec-
ular distances [3]. Let’s consider two proteins labeled A and B. The
match of two substructures is evaluated using an additive similarity
score S of the form:

S A,Bð Þ ¼
X

i∈core

X
j∈core

φ i, jð Þ ð1Þ

where i and j label residues, core is the common substructure, and φ
is a similarity measure based on some pairwise relationship, here on
the similarity of intramolecular Cα–Cα distances. Unmatched resi-
dues do not contribute to the overall score. For a given functional
form of ϕ(i,j), the largest value of S corresponds to the optimal set
of residue equivalences. The similarity measure needs to balance
two contradictory requirements: maximizing the number of equiv-
alenced residues and minimizing structural deviations. The use of
relative rather than absolute deviations of equivalent distances is
tolerant to the cumulative effect of gradual geometrical distortions.
In Dali, the residue-pair score φ has the form:

φ i, jð Þ ¼ θ � diff i, jð Þð Þ∗env d∗
ij

� �
ð2Þ

where the first term of the multiplication is the relative distance
difference compared to a similarity threshold θ and the second term
is an envelope function which downweights pairs in the long-
distance range. In Dali, the similarity threshold is set to θ ¼ 0.2.

The envelope is a Gaussian function env xð Þ ¼ e
� x

R0

� �2

where
R0 ¼ 20 Å, calibrated on the size of a typical domain. The relative

distance difference diff i, jð Þ ¼ jdA
ij�dB

ij j
d∗
ij

, where dA
ij and dB

ij are intra-

molecular Cα–Cα distances in structure A and B, respectively, and

their average is d∗
ij ¼

dA
ijþdB

ij

2 . Inserting the values of the constants,
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the resulting raw Dali score describing the structural similarity is
given by

SðA,BÞ ¼
X

i∈core

X
j∈core

 
0:2� 2jdA

ij � dB
ij j

dA
ij þ dB

ij

!
e
�
�

dA
ij
þdB

ij
40A

�2

ð3Þ

The residue-pair scores (Fig. 1) can get both positive and
negative values; therefore, the maximum of Eq. 3 corresponds to
a local alignment. Hydrogen bonded backbone segments in helices
and sheets have a distance of around 5 A. Here, absolute distance
deviations up to 1 A generate positive scores, while larger deviations
incur a steeply increasing penalty. At 10 A distance, as found
between helices or sheets in tertiary contact, a deviation of up to
2 A still contributes positively, and larger deviations incur a mild
penalty. The diameter of a typical domain is around 20 A. Beyond
this distance, the score function is relatively insensitive to distance
deviations. For example, two conformations of a two-domain struc-
ture, which are not superimposable as rigid bodies because of hinge
rotation, can be structurally aligned by Dali since the similarity of
local structure compensates for the downweighted deviations in
interdomain distances.

For random pairwise comparison, the expected Dali score
(Eq. 3) increases with the number of residues in the compared
proteins. In order to describe the statistical significance of a pair-
wise comparison score S(A,B), we use the Z-score defined as

Z A,Bð Þ ¼ S A,Bð Þ �m Lð Þ
σ Lð Þ ð4Þ

Fig. 1 Pairwise distances contribute a positive score (yellow color) when the
relative deviation is less than 20%. An envelope function damps the contribution
of longer distances
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The relation between the mean score m, standard deviation σ,
and the average length L ¼ ffiffiffiffiffiffiffiffiffiffiffiffi

LALB

p
of two proteins was derived

empirically from a large set of random pairs of structures. Fitting a
polynomial gave the approximation:

m Lð Þ � 7:95þ 0:71L � 2:59 � 10�4L2 � 1:92 � 10�6L3, if L � 400,

m Lð Þ ¼ m 100ð Þ þ L � 400, if L > 400
ð5Þ

For standard deviation, the empirical estimate was
σ(L) ¼ 0.5 ∗ m(L). The Z-score is computed for every possible
pair of domains, and the highest value is reported as the Z-score of
the protein pair [6]. Possible domains are determined by the Puu
algorithm (parser for protein unfolding units), which recursively
cuts a structure into smaller compact substructures at the weakest
interface [7].

2 Materials

The Dali method is available as a web service at http://ekhidna.
biocenter.helsinki.fi/dali. The standalone version can be down-
loaded from http://ekhidna.biocenter.helsinki.fi/dali/#download,
which gives instructions for installation. The DaliLite.v4 package
contains two Perl wrapper scripts along with installation instruc-
tions in the README file as well as source code and sample input/
output files. The program is designed to run under Linux. Compil-
ing the source code requires Fortran-90 (e.g., gfortran) and C
compilers. Openmpi is optional. Standard Perl is required to exe-
cute the wrapper scripts. To install the programs, unpack the zip
archive in a suitable directory, edit the path to the Dali home
directory in the Makefile, and follow the instructions.

The installed package contains two Perl scripts:

1. A script import.pl which must be used to convert PDB files to
Dali’s internal data format. This script handles the input PDB
files which might contain multiple chains, passes them to the
DSSP program for extracting the coordinates and defining
secondary structure elements, reads the output of DSSP, pre-
pares a hierarchical tree of folding units, and outputs a data file
for each chain in the input PDB file (see Note 1).

2. The script dali.pl performs pairwise comparisons of a list of
query structures to a list of target structures. The lists of query
and target structures must be provided by the user (seeNote 2).
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3 Methods

3.1 Input File The input structure must be a PDB format text file. The PDB
format consists of records (lines) where the first six characters are
a keyword and data follows in fixed-width columns. Dali uses data
from the COMPND and ATOM records. Only the first model of an
NMR ensemble is read in. The input structure must have complete
backbone atoms (C, CA, N, O); this requirement comes from the
DSSP program used to parse PDB files. Though only CA coordi-
nates are used in structural alignment, the DSSP step is necessary
because also secondary structure assignments by DSSP are used as
input to structure comparison. Chains shorter than 29 amino acids
are ignored (see Note 3). The maximum throughput of the web
server is 100–200 structure database searches per day. To apply the
method on a larger number of structures, we advise the use of the
standalone version.

3.2 Structure Data

Parsing

The DSSPmethod [8] is used to parse Cα coordinates and to define
secondary structure elements from the PDB file. The dsspCMBI
implementation of DSSP is included in the standalone package.
dsspCMBI is maintained at ftp://ftp.cmbi.ru.nl/pub/software/
dssp/. The DSSP algorithm defines hydrogen bonds based on the
dipole interaction of backbone amide and carbonyl groups. The
interaction energy is modeled by a Coulomb potential between
partial charges, which leads to a function of the angle and distance
of the dipoles. Regular patterns of hydrogen bonds between runs of
residues generate turns, helices, bridges, ladders, and sheets. Dali
uses secondary structure elements (helices, beta strands) to simplify
structural alignment. Alignment is further simplified by using a tree
of compact substructures to guide alignment identifying first local
matches and then solving a combinatorial problem in building up
larger clusters of matching substructures. The tree is generated by
the Puu program [7]. The underlying physical concept is maximal
interactions within each unit and minimal interaction between units
(domains). In a simple harmonic approximation, interdomain
dynamics is determined by the strength of the interface and the
distribution of masses. The most likely domain decomposition
involves units with the most correlated motion or largest interdo-
main fluctuation time. The decomposition of a convoluted 3D
structure is complicated by the possibility that the chain can cross
over several times between units. Grouping the residues by solving
an eigenvalue problem for the contact matrix reduces the problem
to a one-dimensional search for all reasonable trial bisections.
Recursive bisection yields a tree of putative folding units. Simple
physical criteria are used to identify units that could exist by
themselves.
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3.3 Pairwise

Comparison

Dali implements four structure alignment algorithms. In the stan-
dalone package, these are available through the serialcompare/
mpicompare programs, though in practice they are invoked
through the wrapper script dali.pl.

1. The Soap algorithm [9] is used to align structures with few (see
Note 4) secondary structure elements. Soap minimizes a “soap
film” metric between two Cα traces superimposed in 3D space.
The minimal surface area between the virtual backbones of two
proteins is determined numerically using an iterative triangula-
tion strategy. The first protein is then rotated and translated in
space until the smallest minimal surface is obtained. Such a
technique yields the optimal structural superposition between
two protein segments.

2. The Wolf algorithm is a very fast filter to identify obvious
similarities [10]. It models secondary structure elements as
vectors. Three points taken from an ordered pair of secondary
structure elements (SSE) define an internal coordinate frame.
Here, the midpoint of the first SSE is the origin, the vector
representing the first SSE aligns with the y axis, and the mid-
point of the second SSE is in the positive z–y half-plane (Fig. 2).
Each database structure is presented in the “poses” defined by
all possible frames of SSE pairs. Testing all frames of the query
structure allows counting the number of matching SSEs at
nearby positions in all possible “poses” by a fast lookup proce-
dure (see Note 5). The result is a ranked list of database struc-
tures which can be used as a filter in a database search.

Fig. 2 Scheme of the coordinate system of the Wolf method. The first unit vector
representing a secondary structure element (SSEa) is aligned along the y axis
with its midpoint at the origin. The midpoint of the second vector (SSEb) is placed
in the xy plane. In the example shown, the SSEb vectors in the two proteins have
similar orientations and midpoint positions. Figure redrawn based on [10]
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3. Parsi is a sensitive branch-and-bound alignment algorithm
[11]. The algorithm is guaranteed to deliver an exact solution
to the subproblem of ungapped alignment of secondary struc-
ture elements (SSEs), ignoring loops. Dali is based on a sum of
pairs score. The score of an alignment involving n segments has
n diagonal terms and n(n � 1) off-diagonal terms in the
summation. The off-diagonal dependencies pose a difficult
combinatorial problem. The branch-and-bound algorithm
overcomes the difficulty by initially pooling all possible
segment-to-segment pairs as potential constituents of the opti-
mal alignment. An upper bound of the total alignment score is
given by the sum of the maxima of each of the n2 terms
independently of the others. More formally, the problem of
optimizing the alignment score (Eq. 1) over all possible align-
ments A ! B can be rewritten using an indicator function
1A!B as

S∗ A,Bð Þ ¼ max
A!B

Xm
x¼1

Xm
y¼1

Xn
x 0¼1

�
Xn
y 0¼1

φ x ! x 0, y ! yð Þ∗1A!B x ! x 0ð Þ∗1A!B y ! y 0ð Þ

ð6Þ
where 1X að Þ ¼ 1, if a is a member of set X

0, if a is not a member of set X

�

Here, the indicator function picks one-to-one correspon-
dences defined by a given alignment A ! B, while all other
terms are zero. The maximum is searched over all possible
alignments of m residues in structure A and n residues in
structure B, which is a hard combinatorial problem. A partition
is a subset of the search space, which can contain many-to-
many correspondences between residues in structure A and
residues in structure B. An upper bound on the best one-to-
one alignment score that is contained within a partition is
given by

S∗ðpartitionÞ�
Xm
x¼1

Xm
y¼1

max
x 0 ¼1 . . .n

y 0 ¼ 1 . . .n

ðφðx! x 0,y! y 00Þ∗1partitionðx! x 0Þ∗1partitionðy! y 0ÞÞ: ð7Þ

The search space is recursively partitioned to derive tighter
upper bounds for the subspaces. A binary partition moves one
particular query-target segment pairing to one subspace and
excludes it from the other. The algorithm terminates when the
partition that has the highest upper bound corresponds to
unique pairings of all segments.
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4. All alignments generated by methods 1–3 above use different
objective functions that only approximate the Dali score or
exclude loops from the alignment. All alignments generated
by methods 1–3 are therefore refined using a Monte Carlo
algorithm (Dalicon) that aims to maximize the Dali score
over the whole structures [3].

Interestingly, Dali has been shown to generate close to optimal
solutions on a benchmark of small proteins [12].

3.4 Web Server

Methods

The web server and standalone version use the same algorithms for
structure comparison. However, the web server has search and data
visualization options which are not included in the standalone
package. The web server supports four types of comparison:

(a) Search query structure against the Protein Data Bank using
heuristics and a knowledge base of precomputed pairwise
structure similarities.

(b) Compare query structure against a representative subset of the
Protein Data Bank using systematic pairwise comparison.

(c) Perform pairwise comparison of a query structure against a set
of target structures.

(d) Perform all against all comparison of up to 64 structures.

All methods are based on pairwise comparison. Methods (b)–
(d) are available in the standalone version.

The search (method (a)) heuristically prunes the list of targets
so that dissimilar target structures can be eliminated without
explicit computation [13]. The elimination relies on a knowledge
base of accumulated pairwise comparisons of structures in the PDB,
which are represented as a graph. The nodes of the graph represent
protein structures, and edges represent structural alignments. The
idea is that once a strong similarity to the query structure has been
found, other structural neighbors can be collected by walks
through the graph, provided that structurally similar proteins
form a connected component in the graph. A cascade of compari-
son methods is used to try and find a strong similarity from the
query structure to known structures with little computational
effort. The cascade starts with sequence comparison followed by
Wolf or Soap. When a strong similarity is found, the search switches
to “walking” based on transitive alignments. If no strong similarity
was found, the query structure is compared against a representative
subset of PDB using Parsi. Finally, a sequence search of the struc-
turally most similar targets identifies homologs not caught by the
previous steps. The Z-score threshold for extending the walk is
adjusted dynamically during the search. Edges with lower Z-score
than the threshold are effectively removed from the structural
similarity graph. There are only empirical rules for setting the
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threshold. Initially, it is set to the square root of the Z-score for the
comparison of the query structure to itself. Subsequently, it is
increased if there are many higher scoring targets. Specifically, the
aim is to report the 100 highest scoring PDB90 representatives
(PDB structures with less than 90% sequence identity to each
other). Because small domains obtain smaller Z-scores than large
domains, we recommend cutting multidomain structures and
searching each domain separately.

3.5 Interpretation

of the Result

Like in sequence analysis, the goal of structural database searching
is usually to identify homologous proteins which might provide
clues to the function of the query protein. Homology means
descent from a common ancestor. We can infer homology from
sequence or structural similarities that are so strong they would not
be expected to have arisen by chance. The boundary between
homologous and unrelated proteins varies from one family to
another, and there is no universally applicable Z-score cutoff to
separate homologous from analogous (nonhomologous) struc-
tures. As a rule of thumb, a Z-score above 20 means the two
structures are definitely homologous, between 8 and 20 means
the two are probably homologous, between 2 and 8 is a gray area,
and a Z-Score below 2 is not significant. The wide gray zone is
because the size of the proteins influences Z-scores—small struc-
tures will tend to have small Z-scores, whereas a medium Z-score
for very large structures need not imply a biologically interesting
relationship. Fold type also has an effect—α/β proteins also usually
have higher Z-scores than all β proteins. For example, all (βα)8-
barrel folds are unified at Z-scores above 10. In contrast, a small
avian polypeptide (PDB code 1ppt) contains only one helix and a
proline-rich loop and gets a Z-score under 8 even in comparison
with itself. In view of the Z-score, it is much more improbable to
observe 16 helices and strands in a similar packing arrangment than
to find a similar arrangement of just a helix and a loop.

Other criteria than the mere Z-score are often required to make
a convincing case for homology. Structural dendrograms are useful
in locating the boundary between homologous and analogous
folds, the idea being that homologous proteins should be mono-
phyletic and functionally similar [4]. Dali generates structural den-
drograms from the matrix of pairwise Z-scores by average linkage
clustering. Branch lengths in the dendrogram represent distances,
which are modeled ad hoc as the difference of Z-scores.

Dali web server results (Fig. 3) are linked to interactive
sequence search and function assignment servers [14, 15]. The
structural alignments can be visualized as stacked sequence logos,
where the logos are generated from sequence neighbors of the
target protein and the alignment of the logos is based on the
structure comparison. In particular, enzyme superfamilies have
sharp sequence signatures, but binding domains can have very little
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sequence similarity. Without a sequence signature, it is harder to
establish homology. Web server results additionally have a link
labeled PDB for each target structure, which returns the coordi-
nates superimposed onto the query structure for viewing in a
molecular graphics program of your choice.

Besides the Z-score, Dali reports the RMSD and the number of
equivalent residues (LALI), because they are traditional measures
and often quoted as qualifiers of structural similarity. RMSD is a
measure of the average deviation in distance between aligned Cα
atoms in 3D superimposition. For sequences sharing 50% identity,
this should be around 1.0. Dali maximizes a geometrical similarity
score, which is defined in terms of similarities of intramolecular
distances and is thus not primarily aiming to generate alignments
with low RMSD. Numerous programs for structure comparison
have been published over the last 30 years, based on a variety of
similarity measures [2]. Consequently, method evaluations often
assess the quality of structural alignments using a non-native yard-
stick, such as the popular RMSDmeasure. An alignment is “better”
if it has both smaller RMSD and larger LALI. If both RMSD and
LALI are smaller or both are larger, it is not possible to establish an
order between the alignments.

Fig. 3 Outputs of the Dali web server, clockwise from top left: summary of similar structures ordered by Z-
score, structural alignment showing amino acid sequences and secondary structure assignments, stacked
sequence logos highlighting conserved structurally equivalent positions, 3D structure view (here colored by
sequence conservation)
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3.6 Dali Comparison

with the Locally

Installed Standalone

Version

The standalone version can be used for a PDB format file with one
or multiple protein chains (identified by a letter in column 19).
Compressed files with extension .gz and normal text files are
accepted (see Note 6). There is generally no reason to change
parameters from their default values which are hardcoded in the
standalone version. In a preparatory step, protein structure data
must be imported by invoking the wrapper script import.pl. Nor-
mally, the script can be invoked as

perl ‐I $DALI HOME=bin $DALI HOME=bin=import:pl pdb1xg8ent:gz 1xg8

$DALI DAT=

where environment variables $DALI_HOME and $DALI_DAT
point to the installation directory and data directory, respectively.
The first argument is the PDB file name, and the second argument
is the four-letter identifier to be used for the structure. One data file
is generated for each chain the PDB file. Thus, the number of
output files corresponds to the number of chains longer than
28 residues (see Note 3). The example above creates a file named
1xg8A.dat, where the chain identifier has been automatically
appended to the four-letter structure identifier. The first line of a
properly formed data file looks like Fig. 4 (see Note 7). If reading
the coordinates failed, for any reason, you only find lots of zeros on
the first line of the data file. Troubleshooting tips include installing
the DSSP program from the distribution package and checking the
format of the PDB entry (Fig. 5).

Pairwise structure comparison is performed by invoking the
wrapper script dali.pl as

perl ‐I $DALI HOME=bin $DALI HOME=bin=dali:pl

‐‐query query:list ‐‐db target:list

‐‐dat1 $DALI DAT ‐‐dat2 $DALI DAT

Fig. 4 First line of a data file

Fig. 5 Example of coordinate data in PDB format. The format has its roots in the era of punch cards when data
fields had a fixed width and position
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where query.list and target.list are text files containing one 5-letter
structure identifier per line. All query and target structures must
have been imported beforehand using the script import.pl (see
above). The output is a text file xxxxY.txt for each structure xxxxY
in query.list (Y is the chain identifier, while xxxx is the PDB entry
identifier). The output is sorted in decreasing order of the Z-score
(seeNote 8). The results are presented in three blocks (Fig. 6). The
summary block lists statistical parameters for the matched target
structures. The alignment block lists the aligned segments. The last
block gives the translation-rotation matrices for rigid-body super-
imposition of target structures onto the query structure. UY + T is
the best approximation of X, where X and Y are the (x,y,z) coordi-
nates of the query and target structure, respectively, U is the rota-
tion matrix, and T is the translation vector [16].

All-against-all structure comparison of a set of structures is
invoked with the matrix option as

perl ‐I $DALI HOME=bin $DALI HOME=bin=dali:pl

‐‐query query:list ‐‐matrix ‐‐dat1 $DALI DAT

Fig. 6 (Top) Example output from pairwise comparison. Comments have been added in italics. (Bottom) Cα
traces of 1pptA (green) and 1bbaA (orange) in structural superimposition. Unaligned residues are shown by a
thin line
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This option generates additional outputs named “ordered” and
“newick_unrooted”, which contain a matrix of pairwise Z-scores
and a dendrogram in Newick format. Note that the matrix of Z-
scores represents similarities between structures, whereas branch
lengths of the Newick tree represent distances. Branch lengths are
modeled ad hoc as the difference of Z-scores.

The wrapper scripts generate a number of intermediate results
in the current work directory. The lock file dali.lock is created at the
start of the job and is deleted automatically, when it completes
successfully. If a file named dali.lock is present, you cannot start
another Dali job in the same directory.

4 Notes

1. Dali handles each chain separately. Structure identifiers have a
fixed length of five characters, where the last character is the
chain identifier. Quaternary structure comparisons are not pos-
sible at present.

2. The dali.pl script has two parameters for data directories
(DALIDATDIR_1 and DALIDATDIR_2). All query struc-
tures must be imported to DALIDATDIR_1. All target struc-
tures must be imported to DALIDATDIR_2.
DALIDATDIR_1 and DALIDATDIR_2 can be identical, but
usually DALIDATDIR_2 contains public structures imported
from the Protein Data Bank (PDB), and DALIDATDIR_1
contains private structures.

3. The parameter $MINLEN in the Perl module mpidali.pm is set
to 29 by default. The insulin peptide is accepted, shorter chains
are rejected.

4. The parameter $MINSSE in the Perl module mpidali.pm is set
to 3 by default. This means that structures with two or fewer
SSEs are compared using the Soap method and structures with
three or more SSEs are compared using Wolf or Parsi.

5. The Wolf algorithm uses three parameters. There is generally
no reason to change the defaults. The parameters rcut and
maxiter control the iterative refinement, which cycles between
superimposition and alignment. The alignment favors the pair-
ing of C-alpha atoms from the query and target structure gets a
positive score if their positional deviation is smaller than rcut,
which is 4 A by default. Maxiter limits iterations to 10. The
parameter neiborcutoff says that internal coordinate frames are
generated using every pair of SSE vectors whose midpoints are
closer than 12 A.

6. Structures of the Protein Data Bank can be mirrored using
the following command:
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rsync -rlpt -v -z --delete --port¼33444 rsync.rcsb.org::
ftp_data/structures/divided/pdb/ $MIRRORDIR

where environment variable $MIRRORDIR is the top level of
the local structure data directory.

7. The standalone version works on common Linux operating
systems with the exception of Debian, which generates errone-
ous output from the DSSP program.

8. The amount of output from structure comparison is limited by
the parameter $zcut in the Perl module mpidali.pm. $zcut is
the minimum Z-score (default 2.0).
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Chapter 4

Assessing Protein Function Through Structural Similarities
with CATH

Natalie L. Dawson, Christine Orengo, and Zoltán Gáspári

Abstract

The functional diversity of proteins is closely related to their differences in sequence and structure. Despite
variations in functional sites, global structural similarity is a valuable source of information when assessing
potential functional similarities between proteins. The CATH database contains a well-established hierar-
chical classification of more than 430,000 protein domain structures and nearly 95 million protein domain
sequences, with integrated functional annotations for each represented family. The present chapter provides
an overview of the main features of CATH with emphasis on exploiting structural similarities to obtain
functional information for proteins.

Key words Structure similarity, Structure classification, Functional assignment, Protein function,
Protein structure

1 Introduction

A long-standing observation in structural biology is that protein
structure is more conserved than sequence [1–4]. It is also apparent
that evolutionarily related proteins with similar folds often exhibit
similar functions [5, 6]. CATH [7] is a free, publicly available
resource that identifies protein domains within proteins from the
Protein Data Bank [8] and classifies them into evolutionary related
groups according to sequence, structure, and function information.
The CATH structural classification was established in the
mid-1990s, and the latest release (version 4.2) contains 434,857
structural domains. The sister resource, Gene3D [9], adds in addi-
tional protein domain sequences with no known structure, which
brings the current total number of domains in CATH-Gene3D up
to 95 million. Extensive search and browsing features are provided
through the web interface (www.cathdb.info), and a suite of open-
source tools is available through GitHub (https://github.com/
UCLOrengoGroup/cath-tools).
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CATH uses a hierarchical classification scheme where the units
compared and classified are structural domains. Domains, defined
here as globular structural domains capable of semi-independent
folding, are extracted from experimentally determined protein
structures available in the Protein Data Bank (PDB) archive
[8]. Various structure-based algorithms (SSAP [10], CATHE-
DRAL [11]) and sequence-based algorithms (Needleman-
Wunsch-based sequence alignments, jackhmmer from the
HMMER3 suite [12], Profile Comparer [13], HHsearch [14])
are used to assess the similarity of domains to each other and to
recognize protein homologues.

In addition to the structural classification, a functional subclas-
sification is also provided in the form of Functional Families (Fun-
Fams) [15]: homologous superfamily subgroups whose relatives
have similar functions. FunFams illustrate the functional diversity
of proteins with similar folds and help to assess the biological role of
related domains. To generate FunFams, relatives from each super-
family are first grouped into a tree of clusters using a profile-based,
hierarchical agglomerative clustering method [16]. The
FUNFHMMer algorithm [17] then determines where to cut this
tree by detecting changes in specificity-determining residues [18]
between two nodes (i.e., multiple sequence alignments) and calcu-
lating which nodes are considered to be functionally related. The
FunFams have been independently validated by the international
experiment, CAFA (Critical Assessment of Function Annotation)
[19]. The CAFA experiment has found the FunFams to be highly
competitive in assigning functional annotations to sequences of
unknown function. The FunFams have also been shown to be
useful in repurposing drugs [20] and for selecting suitable struc-
tural templates when building 3D models [21].

CATH is updated on a daily basis, which contains the latest
domain boundary definitions, superfamily assignments, names of
each node in the hierarchy, and sequence family annotations for all
nonredundant sequence representatives (clusters at 35% sequence
identity). Full releases on the other hand, denoted CATH-Plus,
include additional detailed functional annotations (e.g., GO terms,
EC terms) along with other types of derived data (e.g., FunFams,
multiple sequence/structure alignments, structural clusters, super-
family superpositions).

In 2017, CATH was awarded the title of Core Data Resource
(CDR) by ELIXIR. It is one of only 18 CDRs across Europe and
1 of only 9 outside of the EBI [22].

In this chapter, we provide an overview of the main features of
the CATH server and demonstrate its usage with examples.
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2 Methods and Materials for Accessing CATH Data

2.1 The CATH

Hierarchy

The fundamental unit of CATH classification is the protein
domain. A domain is derived from a chain in a PDB entry. The
domain identifier has the form “ppppcnn,” where “pppp” is the
four-character PDB identifier, “c” is the one-character chain id,
and “nn” is the two-digit number of the given domain within the
chain as identified by CATH. For example, the identifier 2bwbA00
represents the sole domain found in chain A of the PDB structure
2BWB, which corresponds to the C-terminal region of the RuvA
DNA helicase.

The domains are classified in a nine-level hierarchy (i.e., C.A.T.
H.S.O.L.I.D). The four main levels (C.A.T.H), from top to bot-
tom, are as follows: Class (C), based on the secondary structure
content; Architecture (A), which considers the spatial arrangement
of these elements; Topology (T) (or fold group) that further divides
structures based on the connections between secondary structure
elements and their 3D arrangement; and the level Homologous
superfamily (H) that groups evolutionarily related domains
together. Within superfamilies, domains are further divided accord-
ing to the level of their sequence similarity, and relatives are clus-
tered at increasing levels of sequence similarity to produce the
SOLID sequence clusters: 35% (S), 60% (O), 95% (L), and 100%
(I). The individual domains (D) are found at the bottom of the
hierarchy.

2.2 The CATH Web

Interface

The CATH web interface is available at www.cathdb.info (Fig. 1).
This page offers multiple entry points to the CATH analysis pipe-
line. Here we will primarily focus on structure-based queries. Sub-
mitting a structure evidently carries information on the sequence,
so it is worth to stress that in such a case both sequence- and
structure-based queries can be initiated.

2.2.1 Using a Text

Search to Find a Protein

in CATH

The most straightforward query is to use a PDB identifier. In the
search field on the CATH home page, the user can submit a PDB id
and get the information about the given structure. On the results
page, matching superfamilies, domains, and PDB hits will be
reported, with the best matches displayed. Further matching
entries can be explored by clicking on the “View all entries” button.
If multiple CATH domains are identified in the query structure, all
of these will be listed in the “Matching CATH Domains” section,
and each superfamily is listed in the “Matching CATH Superfami-
lies.” Clicking on a domain, superfamily, or PDB id will take the
user to the web page of that entry for more information. For
example, a PDB entry page lists information from the PDB file,
experimental data details from the PDBe Prints widget, the chain
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ids, the CATH domains identified within these chains, and the
status of the domain processing within the CATH hierarchy.

2.2.2 Using a Structure-

Based Search to Identify

Related Proteins

Users can submit a structure of interest to CATH to identify related
proteins. From the CATH home page (www.cathdb.info), the user
can either select the “3D Structure” entry point by clicking on the
button “Go” in the corresponding region of the page or select the
“Search” button at the top of the home page. Three search options
will be offered, one based on text/identifiers, the second on
sequence, and the third on structure search. Selecting the “Search
by Structure” tab, a PDB file can be uploaded using the “Choose
File” button. By clicking “Submit,” the server identifies the PDB
details and list of chains. It also automatically carries out a fast
sequence similarity search to determine any protein sequence
matches in CATH (see Subheading 2.2.3 for details on the
sequence-based search tool). For each polypeptide chain identified
in the submitted PDB structure, a structural scan can be submitted
by clicking on the red “Submit structure” button. A structure
similarity search is performed using the CATHEDRAL structure
comparison pipeline [11]. The query protein chain is searched

Fig. 1 The CATH home page, available at www.cathdb.info
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against a library of classified structural domains in CATH, and
high-scoring matches are used to predict domain boundaries.
CATHEDRAL first searches the query protein structure using
GRATH [23] to rapidly identify fold matches. SSAP [10] is then
run on the fold matches to more accurately identify structural
domain matches. SSAP is an efficient structure alignment program
capable of identifying structural similarities between proteins
regardless of their sequence. Structure alignment is more computa-
tionally demanding than sequence alignment but allows the identi-
fication of homologous proteins with similar, conserved structure
but divergent sequence.

2.2.3 Using a Sequence-

Based Search to Identify

Related Proteins

Users can submit a sequence of interest to identify related proteins.
The tool can be found by selecting the “Search” button at the top
of the home page and then selecting the “Search by Sequence” tab.
Pasting the FASTA sequence and clicking “Search” submits the
query. The progress of the scan will be reported and a tick will
appear at each of the stages upon completion. When the scan is
finished, the CATH structural domain and CATH functional family
matches found can be viewed using the “FoundNmatches.” Click-
ing on the “FoundNmatches” button on the right brings the user
to the corresponding domain or FunFam summary page(s).

2.2.4 Homologous

Superfamily Data

Each homologous superfamily has its own summary page that
describes the main characteristics of the family (Fig. 2). Three
diagrams provide information on the diversity of members of the
superfamily represented by: Gene Ontology (GO) terms [24, 25]
and Enzyme Commission (EC) numbers [26] and organisms. Nat-
urally, EC diversity applies only to members having enzymatic
function and represented in the EC database.

A diagram on the sequence-structure diversity of all CATH
superfamilies is also shown, where the position of the given super-
family is highlighted in red in relation to all the others.

Selecting “Functional Families” on the left-side menu provides
a list of FunFams associated with members of the superfamily.
Depending on the size and functional diversity of the superfamily,
the number of FunFams can vary greatly. Each FunFam has an id
and a structural representative assigned where available. Clicking on
the name of the FunFam, a summary page is displayed with GO,
EC, and species diversity. Further details can be viewed by selecting
the “Alignment,” “GO,” “EC,” and “Taxonomy” tabs. For exam-
ple, the FunFam multiple sequence alignment can be viewed and
downloaded under the “Alignment” tab (Fig. 3). Sequence con-
servation patterns are color-coded within the alignment from blue
(i.e., no residue conservation) to red (i.e., the residue is completely
conserved). The color-coded alignment positions are mapped onto
the representative structure, where available.
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2.3 Downloading

CATH Data

CATH offers a suite of files for download via the FTP site, along
with a README file containing detailed data descriptions. Data is
available for each CATH-Plus release, as well as the daily updates. A
link is also provided to the latest release of CATH-Plus for ease of
use. The daily release provides putative domain boundary annota-
tions, name descriptions for each CATH hierarchy node, and all
domain ids within each superfamily S35 cluster (see Subheading 2.1
for S35 description). The CATH-Plus release provides the same
classification of data-based files as the daily release, as well as
sequence-based data (e.g., FunFam HMMs, superfamily domain
FASTA files) and nonredundant ASTRAL-like sequence datasets at
20% and 40% sequence identity levels.

Fig. 2 Example of the summary superfamily page provided for each superfamily. Through the menu on the left-
hand side, users can access superfamily superposition data, domain SOLID classification data, functional
family data, and structural neighborhood data. Below this menu is an overview of the structural clusters and
functional families in the selected superfamily. In the center of the page, users are provided with information
on the GO terms, EC numbers, and species diversity. There is a sequence/structure diversity plot that places
the selected superfamily (red dot) in the context of all other CATH superfamilies (gray dots). The right-hand
side of the page is a summary of the superfamily statistics

48 Natalie L. Dawson et al.



Fig. 3 Example of the information found under the “Alignment” tab of a FunFam web page. Where a 3D
structural representative domain is available for a FunFam, the interactive structure is displayed together with
the FunFam alignment (truncated to up to 200 sequences for visualization purposes). Alignment positions are
colored according to conservation scores, from blue (no conservation) to red (complete conservation). The
conservation score-based coloring is mapped onto the representative structure, illustrating the mapping from
sequence to structure
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3 Example Applications of the CATH Platform

3.1 Browsing

the CATH

Classification

Hierarchy

Users can browse through all of the C.A.T.H levels of the structural
domain hierarchy to access the domains classified in CATH, the
evolutionary relationships, and their structural properties. Acces-
sing the CATH homepage and selecting the “Browse” button at
the top of the page will display the Class-level nodes at the very top
of the hierarchy. Each node can be expanded to display all of its
children nodes (see Fig. 4). Selecting any CATH node will load up a
summary box on the left-hand side of the page with statistics on the
current node and all its children nodes. An example domain is also
provided, where the user can click through to the domain summary
page and/or download its PDB file.

3.2 Identifying

Structural Relatives

of the Protein Atg101

As the first example application, we will use structures from the
HORMA domain family. This family contains three known sub-
groups that are dissimilar in sequence. The earliest identified mem-
bers of the family are HOP1, REV7, and MAD2, proteins involved
in the regulation of cell division and DNA repair [27]. The protein

Fig. 4 Browsing the CATH-Gene3D hierarchy. The user can navigate across all of the nodes in the hierarchy to
find information on structural properties, evolutionary relationships, and statistics on node counts. When a
superfamily node is selected, such as the Immunoglobulins (CATH id: 2.60.40.10), the user can easily access
the superfamily page and is also provided with an example domain id and structure
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Atg13, a key factor in autophagy initiation, was shown to possess a
HORMA domain that was not identified based on its sequence
alone [28]. Another autophagy-related protein, Atg101, itself a
binding partner for Atg13, was also predicted to adopt the
HORMA fold [29], which was later confirmed experimentally
[30]. In this example, we show how these proteins are represented
in CATH, with emphasis on the added value of structure-based
comparisons, a key feature of the resource allowing practical inves-
tigation and demonstration of the “structure is more conserved
than sequence” principle.

We will use the PDB structure 5XUY [31] as our query, a
heterodimer of Atg13–Atg101, containing four chains. Chains A
and C correspond to Atg13 and chains B and D to Atg101.
Performing an id-based search reveals that as of writing this chap-
ter, 5XUY is not yet integrated in CATH. To replicate this search,
enter the PDB id in the search box and press the green “Search”
button. The results display that no CATH superfamilies, domains,
or PDB structures associated with this ID are present in the latest
full release.

Next, we will use the sequence search tool to identify domain
and functional family matches to the query sequence. Here, the
FASTA sequence for chain A of 5XUY was entered into the “Search
by Sequence” tab (Fig. 5), which resulted in one domain match and
no functional family matches. Clicking on “Found 1 matches” will
display that the match is to domain 5c50B00. Selecting the domain
ID brings the user to the domain summary page (Fig. 6).

Fig. 5 How to navigate from the home page (a) to the sequence search tool (b)
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In the interactive structure display panel, several views can be
selected. By default the “View domain in chain” mode is active, a
feature added in the latest release, 4.2. In our case, the matching
HORMA domain covers the whole of its PDB chain sequence. The
PDB structure that this match belongs to (PDB id 5C50) is another
Atg13–Atg101 complex. Chain B of 5C50 corresponds to Atg13,
and this chain comprises a single domain (5c00B00) whose homol-
ogous superfamily is CATH 3.30.900.10, the HORMA domain
family.

If, however, we upload chain B of 5XUY to the “Search by
Sequence” field results, no matches are found in CATH. In such
cases, a structure-based search can be performed, which uses the
CATHEDRAL pipeline (see Subheading 2.2.2). The user should
select the tab “Search by Structure,” choose a PDB file, and click
“Submit.” A summary with details of the PDB file will be displayed,
below which a brief summary of the chains found in the PDB file
and the corresponding sequence hits are shown. Again, no hits for
chains B and D, corresponding to Atg101, are found. To initiate a
structure-based search, one should click on the red “Submit Struc-
ture” button, in the example on that in the second row,
corresponding to chain B. The server displays the “Scan submitted”
message and offers to monitor the progress of the scan. Note that

Fig. 6 CATH domain summary page for 5c50B00
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such a scan is generally slower than sequence-based searches.
The monitoring page refreshes itself regularly, and when the search
is done, the user can click on the “View” button to display the
results.

The results page shows a diagram plus a list of the identified
structures with their SSAP scores and RMSDs. In the example, all
the hits are from the Architecture level 3.30, firmly positioning the
domain among two-layer sandwich alpha-beta proteins. Closer
inspection of the hits reveals that only two of those with an SSAP
score above 70, the first and third one, cover the full sequence; the
others are partial matches. Indeed, these two hits correspond to the
HORMA family. This result shows that we have successfully identi-
fied structural domains belonging to a relative of Atg101.

Clicking on the CATH code of the HORMA domain super-
family, the user arrives at the summary page for the family, in which
in the left-side menu the user can select several views like structure
superposition, and the structural classification of the domains in the
family.

There are a number of GO terms associated with the HORMA
family, the most specific ones associated with functions of its earliest
known members, HOP1, REV7, and MAD2 (Fig. 7).

3.3 Functional

Analysis of Guanylate

Kinase-Like Proteins

Guanylate Kinase-like (GK) proteins are a large family consisting of
two main branches with different functions, namely, an enzymatic
one (GKenz) catalyzing phosphate group transfer and a peptide
binding (GKdom). The more ancient enzymatic function is present
in all major clades of organisms, whereas protein-binding GK
domains are characteristic for animals only. MAGUK proteins
(Membrane-Associated GUanylate Kinases) are one class of pro-
teins with a protein-binding GK domain. All GK proteins exhibit
similar folds, and their evolutionary relationship is detectable based
on their sequence. In a study addressing the emergence of novel
protein functions, it was found that a single Ser ! Pro mutation is
capable of transforming a potent GK enzyme into a functional
peptide-binding domain [33].

In this example, we will use such a single-mutant protein as our
query, derived from a yeast guanylate kinase enzyme but possessing
peptide binding activity, represented in the PDB with id 4F4J.
Initiating a general text search from the CATH home page results
in hits to two superfamilies, two domains, and one PDB structure.

The two superfamily hits reflect that the GK domain is
represented by two types of structural domains in CATH: the
guanylate kinase phosphate binding domain (3.30.63.10) and the
P-loop containing nucleotide triphosphate hydrolase family
(3.40.50.300). As its name suggests, the former one is specific for
GK domains, whereas the latter is a 100 times larger, widespread
superfamily that, according to the sequence-structure diversity
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diagram, is the structurally most diverse superfamily in CATH. The
functional diversity of the domains in family 3.30.63.10 includ-
ing the peptide binding activity is illustrated in Fig. 8.

Fig. 7 Structure of the Atg13–Atg101 heterodimer and information on the HORMA domain superfamily
(3.30.900.10) in CATH. (a) The Atg13 (chain A, red)–Atg101 (chain B, blue) complex in the PDB structure
5XUY. Figure prepared with UCSF Chimera [32]. (b, c) Diagram and list of the top hits obtained with the
Structure search feature of CATH for chain B of 5XUY as query. (d) Superfamily superposition of members of
the HORMA superfamily in CATH. (e) Classification of HORMA domains in the CATH database with domain
5c50B00 highlighted. (f) Diversity of the HORMA superfamily, with the GO term “protein binding” highlighted
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In this example of a complex functional unit, the GK domains
are represented in CATH as belonging to two different superfami-
lies, reflecting the composite nature and high functional diversifica-
tion of one of its building blocks, the P-loop NTPase domain
[34]. In this specific case, the clue on the function can be found
in the annotation of the structurally and functionally less diverse
unit, the guanylate kinase phosphate-binding domain, which,
among other functions, is associated with peptide binding charac-
teristic of GKdom proteins.

Fig. 8 Information about the protein 4F4J in CATH. (a) The two domain superfamily hits obtained for the search
with PDB ID “4F4J”: Guanylate kinase phosphate binding domain (3.60.63.10) and P-loop containing
nucleotide triphosphate hydrolases (NTPases) (3.40.50.300). (b) Visualization of PDB id 4F4J, chain A, using
the 3D structure viewer. The phosphate-binding domain is colored blue and the position of Pro35 is
highlighted. Note that this domain is inserted into the sequentially noncontinuous P-loop NTPase domain,
shown in red. (c) Functional diversity of the domains in the superfamily 3.60.63.10. Note the peptide binding
function (highlighted). (d) Sequence-structure diversity of the domains in family 3.40.50.300. Note that this
superfamily has the largest structural diversity in CATH
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4 Concluding Remarks

The CATH resource, established in the mid-1990s, provides pub-
licly available high-quality information on the classification of pro-
tein domains. This chapter describes methods (e.g., using
structure-based and sequence-based tools) that allow users to
research for a protein(s) of interest, together with examples of
how to apply these methods. The CATH resource is particularly
valuable in providing an overview of current known structural folds
in the protein structure universe, predicting the possible functions
of a protein sequence, predicting structural domains in a protein
sequence, providing evolutionary relationship insights, and
providing highly curated gold standard datasets: e.g., fold libraries
for protein structure prediction methods.
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Chapter 5

Protein Thermal Stability Engineering Using HoTMuSiC

Fabrizio Pucci, Jean Marc Kwasigroch, and Marianne Rooman

Abstract

The rational design of enzymes is a challenging research field, which plays an important role in the
optimization of a wide series of biotechnological processes. Computational approaches allow screening
all possible amino acid substitutions in a target protein and to identify a subset likely to have the desired
properties. They can thus be used to guide and restrict the huge, time-consuming search in sequence space
to reach protein optimality. Here we present HoTMuSiC, a tool that predicts the impact of point mutations
on the protein melting temperature, which uses the experimental or modeled protein structure as sole input
and is available at the dezyme.com website. Its main advantages include accuracy and speed, which makes it
a perfect instrument for thermal stability engineering projects aiming at designing new proteins that feature
increased heat resistance or remain active and stable in nonphysiological conditions. We set up a
HoTMuSiC-based pipeline, which uses additional information to avoid mutations of functionally impor-
tant residues, identified as being too well conserved among homologous proteins or too close to annotated
functional sites. The efficiency of this pipeline is successfully demonstrated on Rhizomucor miehei lipase.

Key words Protein melting temperature, Protein design, Thermal stability, Statistical potentials,
Artificial neural network, Lipase

1 Introduction

In the last decades, lots of efforts have been devoted to analyze the
molecular mechanisms associated to protein thermal stability, since
their understanding is fundamental not only for advancing the
theoretical comprehension of the protein folding process but also
for potential applications to a wide series of biological processes
that range from drug design to the synthesis of new protein nano-
materials. The design of new enzymes that remain active and stable
at temperatures well above or below their physiological tempera-
ture can also lead to the improvement of the efficiency of catalytic
processes while reducing their economic costs and their environ-
mental impact [1–3].

Different experimental and computational approaches have
been developed and largely used to enhance protein thermal resis-
tance [4–6] such as:

Zoltán Gáspári (ed.), Structural Bioinformatics: Methods and Protocols, Methods in Molecular Biology, vol. 2112,
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l Directed evolution methods in which randomly distributed
mutations are introduced in the target protein and are followed
by screening and selection steps.

l Rational protein design in which the understanding of the
protein structure/function relationships is the key ingredient.

l Semi-rational approaches that combine the benefits of the
directed evolution and the rational design methods.

Despite impressive current achievements, the development of a
systematic and cheap way to optimize a target protein remains a
challenging goal. This is primarily due to the huge size of the
sequence space to be explored and to the incomplete knowledge
of the molecular mechanisms involved.

Here we present some advances in the computational protein
design field by describing the HoTMuSiC software [7] that we
recently developed. HoTMuSiC is an efficient tool that, given the
experimental or modeled three-dimensional (3D) structure of the
target protein as input, screens the protein sequence and predicts
the impact of all possible single amino acid substitutions on the
protein melting temperature in just a few minutes. Its performance
makes it a perfect instrument to design proteins with improved
thermal stability and to guide mutagenesis experiments that are
usually expensive and time-consuming. Moreover, due to its
speed, it can also be employed in large-scale investigations aimed
at gaining insights into the relationship between protein thermal
stability and natural evolution and into the adaptation mechanisms
to extreme environmental conditions [8].

In the next sections, we briefly introduce the key ingredients
and model structure of HoTMuSiC, show how it can be fruitfully
applied for protein design applications, and discuss its perfor-
mances in detail.

2 HoTMuSiC Key Instrument: The Statistical Potentials

The key instrument used in the construction of HoTMuSiC is the
statistical potential formalism, known to be quite efficient when
applied to a wide range of problems including protein structure
prediction, protein design, and protein-ligand scoring.

These knowledge-based, effective potentials are derived from
frequencies of sequence and structure elements in a nonredundant
dataset of well-resolved protein 3D structures [9]. More precisely,
let c be a structure element, consisting of the distance between two
residues, the solvent accessibility of a residue, its backbone torsion
angle, or combinations thereof, and let s be a sequence element
consisting of the amino acid type of one or two residues. The free
energy contribution of the association (c,s) is ruled by the Boltz-
mann law:
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ΔW c, sð Þ ¼ �kB T Log
P c, sð Þ

P cð ÞP sð Þ
� �

ð1Þ

where P(c), P(s), and P(c,s) are the relative frequencies of c, s, and (c,
s) in the dataset, kB is the Boltzmann constant, and T is the absolute
temperature.

In order to construct energy functions that describe the impact
of the temperature on the amino acid interactions, we introduced
temperature-dependent statistical potentials [10, 11]. They are
extracted from datasets of proteins with known structures and
specified thermal stability properties. The potentials derived from
mesostable proteins, denoted as ΔW(c,s)meso, describe the interac-
tions at low T, while those derived from thermostable or hyperther-
mostable proteins, ΔW(c,s)thermo, represent the interactions at high
temperatures.

Using these new potentials, the T-dependence of several types
of amino acid interactions were unraveled [10]. Moreover, these
potentials were successfully applied to the prediction of the protein
stability curve as a function of the temperature [11, 12].

The potentials that are used in HoTMuSiC’s model are the
standard potentials ΔW(c,s) and the T-dependent potentials ΔW(c,
s)meso and ΔW(c,s)thermo, for various structure and sequence ele-
ments (c,s).

3 HoTMuSiC Harmony: The Artificial Neural Networks

The statistical potentials were combined to predict how the melting
temperature Tm changes upon amino acid substitution:

ΔTm ¼ Tm mutantð Þ � Tm wild typeð Þ ð2Þ
We set up two different models to compute ΔTm. The HoT-

MuSiC model requires as sole input the 3D structure of the wild-
type protein and is based on a linear combination of the standard
statistical potentials ΔW(c,s) for different sequence and structure
elements (c,s). The Tm-HoTMuSiC model requires in addition the
melting temperature of the wild-type protein and employs a com-
bination of standard and T-dependent potentials ΔW(c,s), ΔW(c,
s)thermo, and ΔW(c,s)meso.

Both models include three additional terms—a constant term
1 and two terms ΔV� that represent the difference in volume
between the wild-type and mutant residues—and describe the cre-
ation of stress or holes in the protein structure.

All these terms are weighted by sigmoid functions of the sol-
vent accessibility A, which smoothly connect the surface to the
protein interior while allowing different behaviors in these regions.
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Indeed, according to the type of potential, the mutational impact
can be stronger at the surface or in the protein core.

Each sigmoid is a function of four parameters, which were
identified using a cost function of the difference between experi-
mental and computed ΔTm values on a learning dataset. We used for
that purpose the T1626 set [13] that contains 1626 mutations
inserted in about 90 proteins of known X-ray structure of resolu-
tion below 2.5 Å, collected by literature screening.

For minimizing the cost function, artificial neural networks
(ANN) were considered. For HoTMuSiC, a standard single-layer
ANN was used (Fig. 1a), in which each neuron is associated with
one input term (ΔW(c,s), ΔV, 1) and the activation functions are
sigmoid functions of A.

The ANN of Tm-HoTMuSiC is composed of three layers,
where the additional, hidden, layer gets activated by functions of
the Tm of the wild-type protein and confers more weight to meso-
stable or thermostable perceptrons according to the thermal prop-
erties of the wild-type protein (see Fig. 1b and [7] for details).

A standard back-propagation algorithm was employed in the
training of the neural network. To test the predictor, we performed
fivefold cross-validation using an early stopping technique to avoid
overfitting.

Meso

Thermo

Vol+I
(a) (b)

Fig. 1 Schematic representation of the ANNs used for the parameter identifications. (a) HoTMuSiC: two-layer
ANN, consisting of a perceptron with sigmoid activation functions and 12 input neurons encoding 9 potentials,
2 volume terms and a constant term; (b) Tm-HoTMuSiC: three-layer ANN, consisting of 3 perceptrons with
sigmoid weights; the first two perceptrons have 5 input neurons each, encoding 5 mesostable and 5 thermo-
stable potentials, respectively; the third perceptron has 3 neurons for the volume and constant terms. The
outputs of these three perceptrons (Meso, Thermo, and Vol + I) are the inputs of another perceptron with
polynomial weight functions of the wild-type Tm value
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4 HoTMuSiC Sound: The Results

4.1 Performances To validate the method, we first applied the two HoTMuSiC
models to the T1626 learning dataset using a fivefold cross-
validation procedure and compared their performances with
another ΔTm predictor developed in the literature, i.e., AutoMute
[14]. The results are reported in [7]. Here, in addition, we com-
pared the HoTMuSiC performances with popular ΔΔG prediction
methods, namely, PoPMuSiC [15], FoldX [16], and Rosetta
[17]. Indeed, there is the tendency in the literature to use thermo-
dynamic stability prediction methods to compute thermal stability
changes even though the two quantities ΔΔG and ΔTm are only
partially correlated [13]. These comparisons give us an idea of the
additional error that one makes by using ΔΔG predictors to predict
ΔTm. The results are given in Table 1.

To extend the performance analysis and get more robust
results, we also did a manual literature search and used dedicated
annotation servers such as ProTherm [18] and Brenda [19] to
collect mutations that are not in T1626, i.e., newly characterized
substitutions inserted in experimentally solved protein structures,
and mutations inserted in structures that are not yet solved but
were modeled by homology modeling. In this way, we obtained a
second dataset, called T526, containing 526 mutations in 42 exper-
imental and 58 modeled protein structures.

As seen in Table 1, Tm-HoTMuSiC is slightly more accurate
than HoTMuSiC, which is normal as it relies on additional infor-
mation, i.e., the experimental Tm of the wild type. Both HoTMu-
SiC models outperform the other predictors, especially on the
T526 test set, which is not part of any of the predictors’ learning
sets. This could indicate that some of these predictors suffer from
overfitting problems. Finally, the performance of all the testedΔΔG
predictors is significantly lower. We may thus conclude that using
ΔΔG predictors to predict ΔTm leads to a drop of the performance,
of at least 0.1 in correlation coefficient.

4.2 Webserver HoTMuSiC and Tm-HoTMuSiC are freely available for academic
use on the webserver dezyme.com. The site contains an introduc-
tory and an explanatory page (Software and Help) and three
working pages:

l My Data privately stores the user’s personal files, containing
protein structures in PDB [20] format or lists of mutations.

l Query: On the “HoT” query page, the user must choose either a
PDB code that is automatically retrieved from the PDB data bank
[20] or a private structure file stored in his My Data page. He
must also choose among three options:
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1. Systematic mutation option in which all the possible amino
acid substitutions for each residue in the protein sequence
are computed.

2. Uploading a mutation File containing a list of single-site
mutations.

3. Giving Manually a list of single-site mutations.

The last option gives the choice between HoTMuSiC and Tm-
HoTMuSiC. When selecting the latter, the Tm of the wild type
must be specified.

l The Results page contains all the predictions performed by the
user, which can easily be downloaded. If the systematic mutation
mode is chosen, the following files are available:

– [pdbname].hot contains the predicted ΔTm value for all possi-
ble single-site substitutions inserted in the protein of structure
[pdbname] as well as other biophysical characteristics of the
mutated residue, i.e., its solvent accessibility and its secondary
structure.

– [pdbname].hots contains information at the residue level: the
mean ΔTm of all substitutions at each position and the sum of
all positive and of all negative ΔTm values.

– [pdbname].html shows a histogram picture in which the
ΔTm sum of all stabilizing mutations at each position is indi-
cated. Figure 2 contains an example of this output.

– [pdbname.zip] is an archive containing the three abovemen-
tioned files, ready to download.

Table 1
Performances of the predictors on the T1626 [13] and T526 datasets as evaluated by the Pearson
correlation coefficients R between the predictor output and the experimental ΔTm values

Predictors T1626 T526
R R

Tm-HoTMuSiC 0.61 0.59
HoTMuSiC 0.59 0.56
AutoMute 2.0 0.54 0.22
PoPMuSiC v3.0 -0.50 -0.35
FoldX -0.42 -0.27
Rosetta -0.47 -0.26

The three predictors on a blue background are ΔTm predictors and the three on a green background are ΔΔG predictors;
the latter show negative correlations as, by convention, negative ΔΔG and positive ΔTm values are stabilizing
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4.3 Application

to Modeled Structures

The quality of the input structures is of fundamental importance for
stability predictions. Indeed, the more precise the structure in
terms of resolution, the more accurate the predictions. This point
is often overlooked when the performances of predictors are dis-
cussed. However, it will probably become even more important in
the near future since, for example, a growing number of structures
will be resolved with cryo-electron microscopy techniques, which
usually have lower resolutions (at least for now) than those
obtained with X-ray crystallography.

In the newly developed dataset T526, we have also included
structures obtained via homology modeling using the Swiss-Model
server [21], in view of analyzing the robustness of HoTMuSiC with
respect to structural inaccuracies. We compared the performance
on proteins for which we have a good-resolution X-ray structure or
a modeled structure obtained with a template of which the
sequence identity (SI) with respect to the target is either greater
than 98% or between 22% and 98%.

As seen from Table 2, the proteins whose X-ray structure is
available or can reliably be modeled from templates with SI � 98%
show good performances with a linear correlation coefficient of
about 0.60, whereas the proteins that are modeled from templates
SI < 98% (with a mean <SI> of 69%) have, as expected, lower but
still reasonably good performances measured by a correlation coef-
ficient R � 0.45.

Another important aspect that impacts the prediction accuracy
is the experimental technique used to determine protein structures
and the associated resolution. Clearly, the best results are obtained
with X-ray structures of resolution of 2.0–2.5 Å at most, as
expected from the above analysis on modeled structures.

These results show that HoTMuSiC can be reliably applied not
only to good-resolution structures but also to low-resolution and
modeled structures. This further broadens the field of applicability
of the method.

Fig. 2 Example of the webserver’s histogram results for the systematic scanning of a target protein. The bars
represent the sum of the positively predicted ΔTm values at each sequence position; these sums are indicated
above the bars (in �C). The largest bars represent residues whose mutations are likely to thermostabilize the
protein and on which protein engineering experiments should focus first
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4.4 Protein Design

with HoTMuSiC

Pipeline

In order to optimize the thermal stability of a target protein to
allow it, for example, to remain stable and active at temperatures
higher than the physiological temperature, one has to select muta-
tions that increase the protein melting temperature without affect-
ing the protein function. We constructed a systematic pipeline for
that purpose, which includes the HoTMuSiC tool but also the
ConSurf software [22] that computes the evolutionary conserva-
tion score of each residue, as well as annotations from UniProt
[23]. This pipeline aims at selecting combinations of point muta-
tions likely to achieve a substantial increase of the protein thermo-
resistance without affecting the function of the target protein. In
what follows, we describe step by step how this pipeline works, as
illustrated in Fig. 3:

1. In a first stage, the impact of all possible point substitutions on
the melting temperature of a target protein is evaluated with
HoTMuSiC and/or Tm-HoTMuSiC in the systematic mode
(see Subheading 4.2), using as input the (experimental or mod-
eled) protein structure in PDB format. If multiple PDB struc-
tures of the target protein are available, HoTMuSiC is applied
to all of them (with usually a cutoff of about 2.5 Å on the X-ray
resolution), and the mean ΔTm of each substitution is com-
puted. The mutations are then classified according to their
mean ΔTm values.

2. The following step consists of running ConSurf [22] to esti-
mate the evolutionary conservation score (from 0 to 9) of each
amino acid of the target sequence aligned to its homologous
sequences. At this level, we performed the first selection by
imposing that the mutated positions have a conservation score
of at most 7. This filters out mutant residues that are too
conserved and thus probably too important for functional or
structural reasons.

3. The next step is to retrieve from UniProt [23] the available
annotations about catalytic residues and binding sites, and to

Table 2
Performances of the predictors on the T526 datasets as evaluated by the Pearson correlation
coefficients R between the predictor output and the experimental ΔTm values. “�98%” and “<98%”
indicate the sequence identity with respect to the template used for homology modeling

Predictors
R

X-ray ≥98% <98%

Tm-HoTMuSiC 0.59 0.62 0.45

HoTMuSiC 0.56 0.58 0.46
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Fig. 3 Schematic picture of the HoTMuSiC-based pipeline for protein design
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compute the distance between these sites and all the protein
residues. All positions that are closer than 7 Å from one of the
functional sites were overlooked. This ensures that the selected
mutations do not touch or influence the catalytic activity or the
binding to other biomolecules.

4. The remaining list thus contains point mutations that have a
high chance to improve the thermoresistance of the target
protein without affecting its function. Often, however, one
cannot reach the required increase in melting temperature by
just a single mutation. The strategy is then to combine several
point mutations. For this purpose, we made the approximation
that if two mutated sites are separated by a spatial distance of
more than 10 Å, the stabilization effect is additive. This final
criterion led us to select groups of two, three, or more muta-
tions that optimize the target protein.

4.5 HoTMuSiC-Based

Pipeline Applied

to Rhizomucor Miehei

Lipase

To illustrate how the HoTMuSiC pipeline can be used to optimize
a protein, we applied it to thermally stabilize the lipase from Rhi-
zomucor miehei (RML). This enzyme catalyzes a wide range of
reactions such as the hydrolysis of oil, the esterification of fatty
acids, and the transesterification and alcoholysis of glycerides.
Therefore, it received a lot of attention, and different studies tried
to improve its thermal stability to increase the efficiency of these
biocatalytic reactions [24].

There are several available X-ray structures of the enzyme, and
we considered here the two structures with PDB code 3TGL and
4TGL, which have a resolution of 1.9 and 2.6 Å, respectively. RML
folds into a ß-sheet surrounded by helices (Rossmann fold) and has
a melting temperature of 58.7 �C [25]. It contains a Ser-His-Asp
trypsin-like catalytic triad, in which the active serine is buried under
a short helical lid that undergoes conformational changes (see
Fig. 4a). By exposing or protecting the catalytic pocket, the lid
movement controls the enzymatic activity [25].

The first step to predict thermostabilizing mutations consists in
running HoTMuSiC in the systematic mode on the two PDB
structures of RML to compute the ΔTm of all possible point muta-
tions. These values, stored in the 3TGL.hot and 4TGL.hot files on
the Results page, were first averaged for each individual mutation
and then ranked decreasingly according to their average ΔTm value.

The top 15 mutations in the list are given in Table 3. Note that
glycine and proline substitutions were excluded from this list since
their mutations are likely to induce changes in conformation which
are not taken into account in the prediction model.

In the next steps, the residue conservation across homologous
sequences was evaluated using an in-house implementation of the
ConSurf algorithm, and the spatial distance between the mutated
residues and the catalytic triad Ser-His-Asp was computed. The
mutations inserted at highly conserved positions (ConSurf
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score � 8) or that are too close to the catalytic site (distance�7 Å)
were then removed, as they could impact the protein function or
other biophysical characteristics that we do not want to modify.

The substitutions filtered out due to their high conservation
scores or their proximity to the catalytic triad are indicated in
Table 3. Among the 15 top mutations predicted in step 1, we
kept only the 6 mutations of Glu at position 230.

To get a larger number of candidate mutations, we have to relax
the first, ΔTm-based, criterion. In this way we obtained the 15 most
stabilizing mutations that satisfy all our selection filters, shown in
Table 4.

As a final step of our pipeline, we determined subsets of muta-
tions of residues whose relative distances are equal to 10 Å or more
and are thus assumed to be independent (Fig. 4). For example, this
procedure yields the sets of multiple mutations:

l E230I/S103W/K53I

l E230F/R68V/K53F

l E230M/K106I/N63V

Table 3
The 15 point mutations in RML that are predicted as the most thermostabilizing by HoTMuSiC

Mutations ΔTmpred
(°C)

ΔTmexp
(°C)

ConSurf Distance
(Å)

E221V 3.2 - 9 6.3

E221I 2.8 - 9 6.3

Q174F 2.5 - 6 5.3

Q174Y 2.3 - 6 5.3

E230F 2.0 1.6 3 8.5
E230I 2.0 5.7 3 8.5
E230Y 1.8 2.1 3 8.5
E230V 1.8 5.4 3 8.5
Q176F 1.8 - 8 5.2
E221L 1.8 - 9 6.3

Q174W 1.8 - 4 5.3
Q176Y 1.8 - 8 5.2
E230L 1.7 5.4 3 8.5
A64I 1.7 - 8 8.0

E230W 1.7 2.7 3 8.5

The predicted and experimental [25] ΔTm values are reported in columns 2 and 3. The ConSurf conservation scores and

the spatial distance from the catalytic residues, computed between average side chain centroids, are shown in columns
4 and 5. The substitutions that are dropped on the basis of their conservation scores and of their distance to the catalytic

triad are on a yellow and green background, respectively
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Table 4
Final list of proposed mutations in RML, which satisfy all our selection criteria

Mutations ΔTmpred (�C) ΔTmexp (�C) ConSurf Dist (Å)

E230F 2.0 1.6 3 8.5

E230I 2.0 5.7 3 8.5

E230Y 1.8 2.1 3 8.5

E230V 1.8 5.4 3 8.5

E230L 1.7 5.4 3 8.5

E230W 1.7 2.7 3 8.5

S103W 1.7 – 3 8.5

R68V 1.6 – 6 17.0

E230M 1.6 1.3 3 8.5

K53I 1.5 – 2 13.3

K106I 1.5 – 4 13.2

K53F 1.4 – 2 13.3

K106F 1.3 – 4 13.2

N63V 1.3 – 6 7.4

N63I 1.3 – 6 7.4

Fig. 4 Three-dimensional structure of Rhizomucor miehei lipase (PDB code 3TGL). (a) Zoom on the Ser-His-
Asp catalytic triad (in blue sticks) with the helical lid (in red) that undergoes conformational changes and
modulate the protein activity. (b) Residues to be mutated (in red spheres) for the thermostabilization of the
lipase
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Finally, we compared our computational predictions on lipase
with the available experimental data reported in [25]. The predic-
tion score of HoTMuSiC on this set of 36 point mutations was
found to outperform the competitor methods reported in Table 1
and to reach quite a good accuracy evaluated by a root mean square
deviation between predicted and experimental ΔTm values of
1.7 �C and by a linear correlation coefficient of 0.6. This score is
the same as the one obtained from the other tests shown in Tables 1
and 2.

Moreover, four sets of multiple mutations have been experi-
mentally shown to lead to a substantial increase of the RML ther-
moresistance [25]. If we assume that the effect of mutations with a
sufficient spatial separation is additive, these multiple mutations are
also very well predicted by HoTMuSiC. The final score of our
pipeline, when the 4 multiple mutations are added to the
36 point mutations, reaches a linear correlation coefficient higher
than 0.8.

Finally note that the predicted ΔTm values tend to be lower
than the experimental values. Indeed, as we already noted [26], the
training datasets are dominated by destabilizing mutations and this
induces biases toward these types of mutations and leads to an
underestimation of the predicted stabilization effects.

5 Conclusion

In this chapter, we presented recently developed protein thermal
stability predictors, and their application to efficiently optimize
targeted proteins. We focused more specifically on the HoTMuSiC
predictor, which predicts the ΔTm values of all the possible point
mutations in a medium-size protein in a few minutes, on the basis
of its experimental or modeled 3D structure. Our tool outperforms
the other available ΔTm predictors, as well as ΔΔG predictors when
applied to thermal stability even though they are designed for
thermodynamic stability.

The fastness of HoTMuSiC allows scanning and predicting all
possible substitutions inserted in a target protein. It can thus guide
mutagenesis experiments aimed to improve the thermoresistance of
proteins and be employed in the optimization of a wide series of
biotechnological processes.

To optimize the selection of mutations that need to be tested
experimentally, we complemented the HoTMuSiC results with
additional information on the residue conservation among homol-
ogous proteins and the distance from annotated functional sites.
This novel pipeline is designed to filter out mutations that are likely
to affect functionally or structurally important residues. The point
mutations that satisfy the criteria are then combined into subsets of
non-interacting mutations that are assumed to be independent.
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These subsets are identified to strongly enhance the effect on
thermal stability.

The HoTMuSiC pipeline was applied to the thermal stabiliza-
tion of lipase from Rhizomucor miehei. Several series of multiple
mutations were predicted for this enzyme. For those mutations
whose ΔTm values were measured experimentally, the prediction
score was shown to be high.

Finally note that the potentiality of HoTMuSiC is not
restricted to the protein design field. Due to its speed, it can also
be applied on a proteomic scale to gain important theoretical
insights into the thermal and evolutionary adaptation of proteins
to extreme environments.
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Chapter 6

Contact Area-Based Structural Analysis of Proteins
and Their Complexes Using CAD-Score

Kliment Olechnovič and Česlovas Venclovas

Abstract

Quantifying discrepancies between computationally derived and native (reference) structures is an essential
step in the development and comparison of protein modeling and protein-protein docking methods.
Measuring conformational differences of proteins or protein complexes is also important in other areas of
structural biology such as molecular dynamics and crystallography. There are multiple scores to do that.
However, nearly all of them, whether superposition-based (e.g., RMSD) or superposition-free, use dis-
tances to measure similarity. CAD-score is conceptually different as it uses physical contacts represented as
contact areas. Such representation makes it possible to quantify differences of both structures and surfaces
(e.g., protein-protein interfaces and binding sites) using the same framework. A number of studies have
found CAD-score to be among the most robust scores. The method is implemented both as a web server
and as standalone software available at http://bioinformatics.lt/software/cad-score. Here, we describe
how to use the standalone CAD-score software for comparison and analysis of protein structures, interfaces,
and binding sites.

Key words Protein structure, Protein-protein interactions, Voronoi tessellation, Interatomic con-
tacts, Contact area, Global similarity score, Local similarity score

1 Introduction

Comparison of different structures (conformations) for the same
protein or protein complex is a common task in both computa-
tional and experimental structural biology. For example, measuring
discrepancies between computational models and corresponding
native (reference) structures is at the heart of development and
comparison of protein structure prediction and/or refinement
methods. Other common uses include comparison of experimental
structures solved in different crystal forms, at different temperature
or pH, with and without bound ligand, etc. Analysis of a molecular
dynamics simulation also involves comparison of structures
obtained along the simulation course.
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Over the years, multiple scores have been developed for
performing such comparisons. Some of the scores, such as RMSD
[1], GDT-TS [2, 3] or TM-score [4], are based on global structure
superposition. Others, like Local Distance Difference Test (LDDT)
[5], are superposition-free and focus on local deviation. Despite
some differences, the majority of such methods use distances to
derive a similarity score. Contact Area Difference (CAD) score [6]
is conceptually different as it uses areas of physical contacts to
quantify differences between the reference structure (target) and
the one being evaluated (model). CAD-score is superposition-free
measure and can be used for the evaluation of both local and global
structural similarity. Moreover, since CAD-score is based on con-
tact areas, it can be directly applied not only for structures but also
for surfaces such as protein-protein interfaces or protein binding
sites. A recent comprehensive analysis revealed a number of advan-
tages of CAD-score over various other scores [7]. For example,
CAD-score shows robust performance on structures displaying
large local deviations and multidomain proteins with flexible lin-
kers, the cases presenting a serious problem for superposition-based
global scores. Another important advantage of CAD-score is that it
strongly favors models with realistic stereo-chemical features, the
property that might be particularly important for the analysis of
homology modeling and refinement results.

2 CAD-Score Definition

2.1 Contacts Contacts in CAD-score are derived from protein structure repre-
sented as a set of atomic balls, each ball having a van der Waals
radius depending on the atom type. A ball can be assigned a region
of space that contains all the points that are closer (or equally close)
to that ball than to any other. Such a region is called a Voronoi cell,
and the partitioning of space into Voronoi cells is called Voronoi
tessellation [8]. Two adjacent Voronoi cells share a set of points
that form a surface called a Voronoi face (Fig. 1a, b). AVoronoi face
can be viewed as a geometric representation of a contact between
two atoms; the area of the Voronoi face corresponds to the contact
area. Voronoi cells of atomic balls are constrained inside the bound-
aries defined by the solvent-accessible surface as described in the
recent paper [9].

The resulting constrained Voronoi faces can be combined into
residue-residue contacts involving either all atoms (Fig. 1c) or only
a subset, for example, side chain atoms (Fig. 1d). For practical
purposes, three standard subsets of residue atoms are defined (A,
“all atoms”; S, “side chain atoms”; and M, “main chain atoms”)
resulting in six nonredundant categories of residue-residue contacts
(A-A, A-S, S-S, A-M, M-M, M-S). The most useful categories are
those that include side chain-side chain interactions, namely, A-A,
A-S, and S-S.
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2.2 Structure Scores Given reference structure T (target) and structure to be compared,
M (model), let G denote the set of all the pairs of residues (i,j) that
have a nonzero contact area T(i,j) in the target structure. Then for
every residue pair (i,j)∈G, the corresponding contact areaM(i,j) in
the model is calculated. M(i,j) is assigned zero if there is no contact
between residues i and j in the model or if either residue (i or j) is
missing from the model. The CAD-score for the model structure is
then defined as:

CAD-scoreðGÞ ¼ 1�
P

min ðjT ði,jÞ�M ði,jÞj,T ði,jÞÞP
T ði,jÞ

ð1Þ

Values of Eq. 1 are always within the [0,1] range. If model and
target structures are identical, CAD-score(G) ¼ 1. At the other
extreme, if not a single contact is reproduced with sufficient accu-
racy, CAD-score(G) ¼ 0.

Scores for individual residues are calculated by applying Eq. 1
to a residue-specific subset ofG. Thus, the score for residue i equals
CAD-score(Gi), where Gi is a set of all pairs (i,j) ∈ G. Per-residue
scores can be smoothed along the sequence using a sliding window
technique.

2.3 Scores

for Interfaces

A straightforward way to compare the inter-chain interfaces of two
protein complexes is to apply Eq. 1 to a set of inter-chain contacts.
Let I and J denote the sets of interface residues of the first and the
second subunits (chains), respectively, in the target protein com-
plex. Then the set of target interface contacts G iface

I ,J and the inter-
face similarity score CAD-scoreiface are defined as:

G iface
I ,J ¼ G \ I � Jð Þ ð2Þ

Fig. 1 Example of interatomic and inter-residue contacts, with two groups of atoms distinguished by red and
green coloring. (a) Voronoi cells of atomic balls. (b) Interatomic contacts between two groups of atoms. (c)
Grouping of interatomic contacts into inter-residue contacts. (d) Contacts between residue side chains
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CAD-scoreif aceðI , J Þ ¼ CAD-scoreðG if ace
I ,J Þ ð3Þ

It is also possible to quantify how each interface residue is
exposed to the other chain by summing the corresponding contact
areas. For a specific residue i ∈ I, the exposure value in the target
structure is T i ¼

P
i,jð Þ∈G iface

I ,J
T i,jð Þ. The set of Ti values for all i ∈ I

describes the binding site of the first chain in the target structure.
The corresponding binding site in the model structure is defined in
the same way, but using the model interface contacts. Then the
similarity score of the target and the model binding sites is
computed:

CAD-scoresiteðI Þ ¼ 1�
P

min ðjT i �Mij,T iÞP
T i

ð4Þ

Values of Eq. 4 can range from 0 (completely different binding
site) to 1 (binding site with the same exposure of residues, but not
necessarily the exact same inter-chain contacts).

Less detailed and, therefore, less stringent similarity measures
can be defined using total interface contact areas (Eq. 5) and total
binding site areas (Eq. 6):

CAD-scoreiface-areaðI , J Þ ¼ min 1,

P
M ði,jÞP
T ði,jÞ

� �
ð5Þ

CAD-scoresite-areaðI Þ ¼ min 1,

P
MiP
T i

� �
ð6Þ

These latter two similarity measures essentially look whether
the interface (binding site) corresponds to the same surface patch
without paying attention to the exact contribution by individual
residues.

2.4 CAD-Score Web

Server

The CAD-score web server is accessible without any restrictions at
the following URL: http://bioinformatics.ibt.lt/cad-score. It pro-
vides a simple and intuitive graphical user interface for running the
original (“classic”) implementation of CAD-score [6]. The server
outputs tables of scores and provides interactive plots for exploring
local contact differences. The CAD-score web server has an online
tutorial, and in addition there is a separate paper devoted entirely to
the description of the server [10]. Therefore, the focus of this
chapter is solely on the standalone CAD-score software, which
offers maximal flexibility in structural analyses.

2.5 Standalone

CAD-Score Software

At present, there are two distinct software implementations of
the CAD-score method. In the first, “classic” implementation
(https://bitbucket.org/kliment/cadscore), contacts are con-
structed for every atom by subdividing the expanded atom sphere
according to the Voronoi neighbors. In the more recent implemen-
tation, which is a part of a larger package called Voronota (https://
bitbucket.org/kliment/voronota), contacts are derived directly
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from the Voronoi faces, as described in Subheading 2.1. Although
the actual values for contact areas and similarity scores in these two
implementations differ, the two versions correlate very strongly.

The “classic” implementation has been tested in CASP [11]
and CAMEO [12] projects. Recently, it has also been extensively
compared to other reference-based similarity measures [7]. On the
other hand, the new implementation uses more intuitive and sym-
metric definition of contacts, making it especially suitable for anal-
ysis and comparison of interfaces. The new implementation has
been extensively tested and employed in the comparison and clus-
tering of protein-protein interfaces [13]. The scores defined by
Eqs. 4–6 are attainable only through the new implementation.

This chapter describes the use of new CAD-score implementa-
tion. However, the software can always be run in the “classic”
mode, which is enabled by simply using the --old-regime flag in
the command line.

3 CAD-Score Usage

3.1 Installation The latest version of CAD-score is implemented as the voronota-

cadscore script, which is a part of the Voronota package. The
package can be downloaded from https://bitbucket.org/
kliment/voronota/downloads and installed (or run without instal-
ling) on any modern Linux or macOS system (also, seeNotes 1 and
2). Ubuntu 18.04 and newer Voronota can be downloaded and
installed with a single command: sudo apt install voronota.

3.2 Global Scoring

of 3D Structures

For a basic yet realistic example, let us use a dataset from the
CASP12 experiment. CASP12 target and model structures are
available correspondingly from “targets” and “predictions” folders
at http://predictioncenter.org/download_area/CASP12/. Let us
consider the heterodimeric target structure “T0921-T0922.pdb”
and its models. For clarity, let us rename “T0921-T0922.pdb” to
“target.pdb” and rename the model files “TS188_1” and
“TS208_1” to “model1.pdb” and “model2.pdb,” respectively.
These target and model structures already have the same residue
numbering and the same chain naming, key requirements for
proper use of CAD-score (see Notes 3 and 4 for more details on
how the voronota-cadscore script reads and interprets input PDB
files). Below is an example of the global CAD-score calculation for
“model1.pdb”:

voronota-cadscore -t "target.pdb" -m "model1.pdb"

target.pdb model1.pdb AA 212 0.358224 13334.2 8287.38
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The same result can be presented as a table with a header that
explains the values; output can be aligned by passing it to the
standard column command (also, see Note 5):

voronota-cadscore -t "target.pdb" -m "model1.pdb" --output-header | column -t

target_file model_file query_code residues score target_area model_area

target.pdb model1.pdb AA 212 0.358224 13334.2 8287.38

“query_code” indicates the category of residue-residue contacts
as described in Subheading 2.1. “residues” is the number of
target residues that were included in the evaluation. “score” is
the global CAD-score value calculated by Eq. 1. “target_area”
and “model_area” are total sums of considered contact areas for
the target and the model.

3.3 Using Query

Codes

Different query codes can be requested using the --contacts-

query-by-code option, and all possible query codes may be used
at once with the --use-all-query-codes flag (also, see Note 6):

voronota-cadscore -t "target.pdb" -m "model1.pdb" --use-all-query-codes \

--output-header | column -t

target_file model_file query_code residues score target_area model_area

target.pdb model1.pdb AA 212 0.358224 13334.2 8287.38

target.pdb model1.pdb AS 212 0.268364 9736.82 5192.76

target.pdb model1.pdb SS 194 0.19971 4908.5 2055.24

target.pdb model1.pdb AM 212 0.404073 8425.71 5708.45

target.pdb model1.pdb MM 212 0.479336 3597.39 2736.15

target.pdb model1.pdb MS 212 0.266683 4828.31 2707.13

voronota-cadscore -t "target.pdb" -m "model1.pdb" --contacts-query-by-code "SS" \

--output-header | column -t

target_file model_file query_code residues score target_area model_area

target.pdb model1.pdb SS 194 0.19971 4908.5 2055.24

3.4 Caching

and Reusing Contacts

Calculated contacts may be cached in a specified directory to be
reused when possible. Reading contacts from a cache directory is
much faster than recomputing them. In the Bash script below, the
contacts for “target.pdb” are calculated only once when scoring the
first model, stored in the “tmp” directory, and reused when scoring
the second model:
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for model in "model1.pdb" "model2.pdb"

do

voronota-cadscore --cache-dir "tmp" -t "target.pdb" -m "$model"

done

target.pdb model1.pdb AA 212 0.358224 13334.2 8287.38

target.pdb model2.pdb AA 212 0.448115 13334.2 9738.18

3.5 Tolerating

Non-matching

Sequences

In order to compare contacts, the CAD-score method assigns a
unique identifier to every contact. A contact identifier is a pair of
residue identifiers. By default, a residue identifier is comprised of
the chain name, the residue sequence number, the insertion code
(if present), and the residue name. If for some residue in the target
structure there is no residue in the model with the exact same
identifier, the CAD-score algorithm considers the residue to be
completely absent from the model structure. However, this rule
can be softened by using the --ignore-residue-names flag. It
forces the software to ignore residue names when matching residue
identifiers. For example, it allows comparison of wild-type struc-
tures with their mutants. Using this flag, in principle, structures
with entirely different sequences can be compared (also, see Note
7). This possibility was not tested for global structure scoring, but
it was shown to be very useful for comparison of inter-chain inter-
faces of homologous protein complexes [13]. For closely related
protein complexes, the standard CAD-score definition may be
used, but as relationships becomemore distant, similarities between
protein-protein interfaces can be effectively assessed only using less
stringent CAD-score variants defined by Eqs. 4–6.

3.6 Focused Scoring The CAD-score software allows the user to specify which contacts
to include in the evaluation. In other words, it is possible to restrict
the G parameter for Eq. 1. This is done using the --contacts-

query option as shown in examples below (also, see Note 8):

#assessing contacts between chains A and B

voronota-cadscore-t"target.pdb"-m"model1.pdb"--cache-dir"tmp"--output-header\

--contacts-query "--match-first c<A> --match-second c<B>"

target_file model_file query_code residues score target_area model_area

target.pdb model1.pdb AA 54 0.178782 898.033 356.19

#assessing contacts between two residue sets in chain B

voronota-cadscore-t"target.pdb"-m"model1.pdb"--cache-dir"tmp"--output-header\

--contacts-query "--match-first c<B>&r<39:51> --match-second c<B>&r<39:66,75:87>"

target_file model_file query_code residues score target_area model_area

target.pdb model1.pdb AA 29 0.390721 834.729 586.403
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Let us dissect the second example. The argument to the
--contacts-query option is a string describing two constraints.
The first constraint, specified as --match-first c<B>&r<39:51>,
means that one side of any included contacts must be a residue
that is from chain B and has a sequence number in the 39–51 range.
The second constraint, specified as --match-second
c<B>&r<39:66,75:87>, means that the other side of any
included contacts must be a residue that comes from chain B and
has a sequence number in either 39–66 or 75–87 range. The
second constraint can be rewritten using both “&” (logical and)
and “|” (logical or) operators: --match-second
c<B>&r<39:66>|c<B>&r<75:87>.

There are more possibilities for specifying contact queries.
They can be explored using the graphical contact query generator
support/generate-arguments-for-query-contacts.html
that is included in the Voronota package.

3.7 Scoring

of Interfaces

and Binding Sites

When scoring inter-chain interfaces, the calculation of binding site
similarity score, as defined by Eq. 4, can be enabled using the
--enable-site-based-scoring flag. This adds additional values to
the output as shown in the following example:

voronota-cadscore -t "target.pdb" -m "model1.pdb" --cache-dir "tmp" \

--contacts-query "--match-first c<A> --match-second c<B>" \

--enable-site-based-scoring --output-header

target_file model_file query_code residues score target_area model_area

target.pdb model1.pdb AA 54 0.178782 898.033 356.19

site_residues site_score site_target_area site_model_area

31 0.337558 898.033 675.073

In the above example, the binding site is defined by the interface
residues of chain A because chain A was indicated with --match-

first. Swapping “c<A>” and “c<B>” in the contact query forces the
evaluation of a different binding site, the one in chain B:

voronota-cadscore -t "target.pdb" -m "model1.pdb" --cache-dir "tmp" \

--contacts-query "--match-first c<B> --match-second c<A>" \

--enable-site-based-scoring --output-header

target_file model_file query_code residues score target_area model_area

target.pdb model1.pdb AA 54 0.178782 898.033 356.19

site_residues site_score site_target site_model_area

23 0.557076 898.033 795.095
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In both of the above examples, the “score” values (the values
of Eq. 3) are the same, while the “site_score” values (the values
of Eq. 4) are different. They may differ radically if, for example, in a
model of a protein heterodimer only the binding site in chain A, but
not the one in chain B, appears at the dimer interface.

The value of Eq. 5 is not present in the output of voronota-
cadscore, but it can be easily calculated from the “model_area”
and the “target_area” values: CAD-scoreiface-area ¼ min(1,
model_area/target_area). Similarly, the value of Eq. 6 can be calcu-
lated from the “site_model_area” and the “site_target_-
area” values: CAD-scoresite-area ¼ min(1, site_model_area/
site_target_area).

Instead of specifying the exact interacting regions of an inter-
face, it is possible to ask for all the inter-chain interactions that
can be found in the target structure. This is done using the
--contacts-query-inter-chain flag. It also allows calculating
the binding site similarity score, where the binding site is a union
of all the found interface residues (in other words, the union of all
the chain-specific binding sites):

voronota-cadscore -t "target.pdb" -m "model1.pdb" --cache-dir "tmp" \

--contacts-query-inter-chain --enable-site-based-scoring --output-header

target_file model_file query_code residues score target_area model_area

target.pdb model1.pdb AA 54 0.178782 898.033 356.19

site_residues site_score site_target_area site_model_area

54 0.447317 1796.07 1470.17

To attain comprehensive understanding of structural differ-
ences when assessing multimeric models, it is advisable to look at
both structure and interface-related scores. For example, let us look
at Table 1 with different CAD-score values for dimeric structures

Table 1
Structure, interface, and binding site evaluation for two models of a dimeric structure using
CAD-score

Score description Formula model1.pdb model2.pdb

Structure Score CAD-score(G) 0.358 0.448
Score for chain A CAD-score(GA) 0.376 0.424
Score for chain B CAD-score(GB) 0.375 0.593

Inter-chain interface Score CAD-scoreiface(A,B) 0.179 0.070
Area score CAD-scoreiface-area(A,B) 0.397 0.189

Binding site Score for chain A CAD-scoresite(A) 0.338 0.266
Area score for chain A CAD-scoresite-area(A) 0.751 0.750
Score for chain B CAD-scoresite(B) 0.557 0.528
Area score for chain B CAD-scoresite-area(B) 0.885 0.760

Structural Analysis using CAD-Score 83



“model1.pdb” and “model2.pdb.” The second model is better
according to the global quality of both the overall structure and
its individual chains. However, the inter-chain interface and bind-
ing sites are better predicted in the first model. Different levels of
detail in the representation of binding sites help to further under-
stand the differences. The binding site in chain A is more accurate
in the first model according to detailed representation of contacts,
but overall binding site areas are of approximate accuracy in both
models. In contrast, the accuracy of binding site in chain B in both
models is comparable according to the detailed representation, but
the overall area of the binding site is better reproduced in the first
model.

3.8 Evaluation

of Homo-Oligomeric

Models

Comparing homo-oligomeric structures often presents an addi-
tional challenge, because the correspondence of the chain names
in the model to the chain names in the target may not be optimal.
Different arrangements of model chain names may lead to different
similarity scores, and the optimal arrangement is the one that
results in the highest similarity score. The CAD-score software
can rearrange model chain names for higher global scores, this
feature is turned on with the --remap-chains flag, and the result-
ing rearrangement can be recorded using the --remap-chains-

output option.
For example, let us consider the homotrimeric target structure

“T0860o.pdb” and its model “T0860TS203_1o.” Below are the
inter-chain interface scoring results without and with rearranging
the model chain names:

#without rearranging model chain names

voronota-cadscore -t "T0860o.pdb" -m "T0860TS203_1o" --cache-dir "tmp" \

--contacts-query-inter-chain --output-header | column -t

target_file model_file query_code residues score target_area model_area

T0860o.pdb T0860TS203_1o AA 159 0.0336622 3201.16 147.817

#with rearranging model chain names

voronota-cadscore -t "T0860o.pdb" -m "T0860TS203_1o" --cache-dir "tmp" \

--remap-chains --remap-chains-output "remapping.txt" \

--contacts-query-inter-chain --output-header | column -t

target_file model_file query_code residues score target_area model_area

T0860o.pdb T0860TS203_1o AA 159 0.40027 3201.16 2025.39

cat "remapping.txt"

A C

B B

C A
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This example shows how the scores can go from poor to
reasonable ones after simply rearranging the model chain names.

3.9 Residue-Level

Local Scoring

Per-residue scoring can be performed at the same time as the global
or the focused scoring. One way to output residue scores is by
writing them in place of the B-factor values for the target and/or
the model coordinates in the PDB format:

voronota-cadscore -t "target.pdb" -m "model1.pdb" --cache-dir "tmp" \

--output-residue-scores-pdb-t "model1_local_scores_on_target.pdb" \

--output-residue-scores-pdb-m "model1_local_scores_on_model.pdb"

target.pdb model1.pdb AA 212 0.358224 13334.2 8287.38

The above command writes score values only for the evaluated
residues. The produced PDB files can be displayed and colored, for
example, in PyMol [14]. Note that PyMol interprets missing
B-factor values as zeros. A possible visualization of local scores for
two models is shown in Fig. 2. Below is a PyMol script that displays
a structure using a color gradient (red-white-blue colors for worst-
medium-best scores):

load model1_local_scores_on_target.pdb

spectrum b, red_white_blue, all, 0, 1

Fig. 2 Example of structure coloring by local CAD-score values, done using PyMol. Blue-red coloring
corresponds to high-low scores
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When performing focused scoring (e.g., interface scoring), it
may be helpful to write a default B-factor value (e.g., 99) in the
output PDB files for residues that were not evaluated. One way to
do this is to use the --input-filter-query option as shown below:

voronota-cadscore -t "target.pdb" -m "model1.pdb" --cache-dir "tmp" \

--input-filter-query "--set-adjuncts score=99" \

--contacts-query-inter-chain \

--output-residue-scores-pdb-t "model1_interface_local_scores_on_target.pdb" \

--output-residue-scores-pdb-m "model1_interface_local_scores_on_model.pdb"

target.pdb model1.pdb AA 212 0.358224 13334.2 8287.38

This sets the B-factor values of the not scored residues to 99.
Then the coloring of the scored and not scored residues can be
controlled separately; an example PyMol script is shown below:

load model1_interface_local_scores_on_target.pdb

select scored_residues, b<99

spectrum b, red_white_blue, scored_residues, 0, 1

color gray, (not scored_residues)

3.10 Detailed

Analysis of Contacts

The voronota-cadscore script produces similarity scores, but does
not output the raw contact data that the scores are derived from.
The contacts for a single structure can be produced using the
voronota-contacts script. Below is an example with a minimal
set of options:

#calculate contacts

voronota-contacts -i "model.pdb" > contacts.txt

#print first five lines of the output

cat contacts.txt | head -5 | column -t

c<A>r<16>a<1>R<THR>A<N> c<A>r<138>a<914>R<ILE>A<CA> 0.963464 5.6312 . .

c<A>r<16>a<1>R<THR>A<N> c<A>r<138>a<917>R<ILE>A<CB> 3.00998 5.38076 . .

c<A>r<16>a<1>R<THR>A<N> c<A>r<138>a<920>R<ILE>A<CD1> 3.67065 4.46106 . .

c<A>r<16>a<1>R<THR>A<N> c<A>r<139>a<921>R<THR>A<N> 0.11352 5.17191 . .

c<A>r<16>a<1>R<THR>A<N> c<solvent> 37.4663 5.9 . .

The first two columns of the output contain descriptors of the
contacting atoms, the third column contains contact areas
(in squared angstroms), and the fourth one contains distances
between the centers of the atoms. The remaining two columns
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contain additional contact-related tags (labels) and values. A single
dot “.” is printed when there are no tags or values to display.

For a more convenient field-based parsing (e.g., with the
awk tool), the output can be further passed to the voronota

expand-descriptors command that transforms each descriptor
of an atom into a space-separated list of seven values (chain name,
residue sequence number, insertion code, atom serial number,
alternative location indicator, residue name, atom name); dots are
printed in place of unavailable values:

voronota-contacts -i "model.pdb" \

| voronota expand-descriptors | head -5 | column -t

A 16 . 1 . THR N A 138 . 914 . ILE CA 0.963464 5.6312 . .

A 16 . 1 . THR N A 138 . 917 . ILE CB 3.00998 5.38076 . .

A 16 . 1 . THR N A 138 . 920 . ILE CD1 3.67065 4.46106 . .

A 16 . 1 . THR N A 139 . 921 . THR N 0.11352 5.17191 . .

A 16 . 1 . THR N solvent . . . . . . 37.4663 5.9 . .

Atom-level contact can be summarized as residue-level ones:

voronota-contacts -i "model.pdb" --contacts-query "--inter-residue" \

| head -5 | column -t

c<A>r<16>R<THR> c<A>r<17>R<ALA> 26.3112 1.33342 central.

c<A>r<16>R<THR> c<A>r<18>R<LYS> 1.39527 4.28654 . .

c<A>r<16>R<THR> c<A>r<138>R<ILE> 12.6313 4.05087 central.

c<A>r<16>R<THR> c<A>r<139>R<THR> 30.6752 3.25293 central.

c<A>r<16>R<THR> c<solvent> 156.25 5.69 . .

The possibilities for the --contacts-query option are the
same as for the analogous option of the voronota-cadscore

script (some examples are presented in Subheading 3.6). Possible
querying parameters can be viewed by running the voronota

query-contacts --help command. For example, using
--contacts-query "--inter-residue --no-same-chain

--no-solvent" limits output to the contacts between residues of
different chains without including contacts with the solvent.

The voronota-contacts command allows producing a script
for drawing contacts in PyMol. In the example below, a script to
display contacts between chains A and B in yellow color is
generated:
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#calculate contacts and generate a drawing script

voronota-contacts --cache-dir "tmp" -i "model.pdb" \

--contacts-query "--match-first c<A> --match-second c<B>" \

--output-drawing "draw_interface_AB.py" \

--drawing-parameters "--drawing-name interface_AB --default-color 0xFFFF00" \

> contacts.txt

#launch PyMol with the structure and the drawing

pymol model.pdb draw_interface_AB.py

The use of the --cache-dir option allows to generate several
drawings for different queries without recomputing contacts every
time. In order to load several drawings into PyMol, the names of
the drawings should be distinct: providing the --drawing-name

parameter is advised; otherwise, the name is set to “contacts.” An
example of multiple drawings in one scene is shown in Fig. 3, where
interface contacts for different pairs of chains are displayed in
distinct colors.

Fig. 3 Inter-chain interface contacts drawn in PyMol for two homotrimeric structures: (a) CASP12 target
structure “T0860.pdb”; (b) model structure “T0860TS203_1o.pdb”
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4 Notes

1. On macOS, it is advised to use Voronota 1.19 or a newer ver-
sion, because earlier versions were not tested on macOS.

2. OnWindows 10, the most convenient way to run CAD-score is
through the Windows Subsystem for Linux.

3. The voronota-cadscore script reads both ATOM and
HETATM records from PDB files. The script ignores TER
records and determines chains just by the one-letter chain
names from the ATOM or HETATM records.

4. If an input PDB file contains multiple MODEL blocks, then,
by default, the voronota-cadscore script reads only the first
MODEL block. This behavior can be changed with the
--multiple-models option. It forces the script to treat input
files as PDB biological assemblies (complexes assembled from
the chains in every encountered MODEL block). This alters
the internal representation of chain names: MODEL 1 chain
names are left unchanged, and the names of the chains from the
subsequent MODEL blocks are augmented with block num-
bers (e.g., chain “A” from MODEL 2 is renamed to “A2,”
chain “A” from MODEL 3 is renamed to “A3,” and so on).

5. Command execution examples are presented as for the Bash
shell that is the default shell for most Linux and macOS
distributions.

6. Symbol “\” in a command example indicates that the command
continues in the next line; “\” is not needed if a command is
written in one line.

7. The voronota-cadscore script does not automatically align
sequences or renumber residues in target and model structures.
The correspondence between residues is determined simply
based on their numbering and chain assignments in PDB files.

8. In most cases, it is necessary to enclose the argument to the
--contacts-query option in quotes. Quotes are required for
any argument that contains spaces or other special symbols (like
“<,” “>,” “\&,” and “|”).
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Chapter 7

A Comprehensive Computational Platform to Guide Drug
Development Using Graph-Based Signature Methods
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Abstract

High-throughput computational techniques have become invaluable tools to help increase the overall
success, process efficiency, and associated costs of drug development. By designing ligands tailored to
specific protein structures in a disease of interest, an understanding of molecular interactions and ways to
optimize them can be achieved prior to chemical synthesis. This understanding can help direct crucial
chemical and biological experiments by maximizing available resources on higher quality leads. Moreover,
predicting molecular binding affinity within specific biological contexts, as well as ligand pharmacokinetics
and toxicities, can aid in filtering out redundant leads early on within the process. We describe a set of
computational tools which can aid in drug discovery at different stages, from hit identification (EasyVS) to
lead optimization and candidate selection (CSM-lig, mCSM-lig, Arpeggio, pkCSM). Incorporating these
tools along the drug development process can help ensure that candidate leads are chemically and biologi-
cally feasible to become successful and tractable drugs.

Key words Graph-based signatures, mCSM, Mutation, Protein-ligand, Interatomic interactions,
Docking, Drug development

1 Introduction

Structure-guided drug development uses knowledge of the three-
dimensional structure of the biological target to more efficiently
guide the design of small molecule binders. While it has become an
integral strategy for both lead generation and optimization, the
application of computational tools to take advantage of the explo-
sion in structural information has often required specialist knowl-
edge and resources and in some cases has been limited to
commercial software.

Zoltán Gáspári (ed.), Structural Bioinformatics: Methods and Protocols, Methods in Molecular Biology, vol. 2112,
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Using the concept of graph-based signatures, we have devel-
oped a robust, user-friendly, and freely accessible platform to ana-
lyze protein structures and interactions [1–12] and guide disease
characterization [13–28] and drug development [29–32]. These
include methods to perform virtual screening (EasyVS), score
protein-small molecule docking solutions (CSM-lig [3]), look at
all the molecular interactions being made (Arpeggio [7]), identify
mutations that are likely to affect compound binding (mCSM-lig
[5]), and characterize the pharmacokinetic and toxicity properties
of the proposed molecules (pkCSM [33, 34]). These have been
successfully employed in a number of drug development projects
[30–32, 35–37] and together comprise a powerful platform that
allows users to enhance their structure-guided drug development
efforts (Fig. 1). Here we discuss how this platform can be leveraged
to guide drug development.

2 Materials

Here we present four structure-based tools to help guide drug
development. For each method, users are required to provide:

1. Wild-type protein structure in PDB format: For all methods,
a wild-type structure in the Protein Data Bank [38] format
must be provided to perform the analysis. This can be an
experimentally solved structure previously deposited into the
Protein Data Bank (www.rcsb.org or http://www.ebi.ac.uk/
pdbe/) or a model, for instance, obtained by comparative
homology modeling. We have previously shown that homol-
ogy models built using templates down to 25% sequence iden-
tity do not significantly affect the accuracy of the methods
[9, 10]. For Arpeggio, CSM-lig, and mCSM-lig, the protein
structure file needs to include the ligand of interest, either
already present in the experimental structure or computation-
ally docked into the binding site. PDB structures are required
to have a valid chain identifier (see Note 1), a single conforma-
tion (multiple occupancies need to be filtered out; seeNote 2),
and a single model, in case of NMR structures (see Note 3).

2. Three-letter code of the ligand of interest: When a structure
of a protein-ligand complex is provided to the predictive web
servers (CSM-lig and mCSM-lig), users will be asked to pro-
vide a three-letter code that identifies the residue ID for that
ligand within the PDB file, according to the PDB format
standards. In addition to the three-letter code, CSM-lig also
requires the canonical SMILES of the compound of interest for
additional property calculations. Several tools are available to
aid users to convert between small molecule formats. These
include stand-alone packages such as OpenBabel [39] and
Avogadro [40].
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Fig. 1 A structure-based computational platform to guide drug development. To complement and support
traditional experimental approaches, including high-throughput screening (HTS) and fragment-based drug
discovery, this in silico platform supports hit identification via virtual screening, methods to better understand
protein–small molecule interactions, affinity and effects of mutations, as well as the optimization of
pharmacokinetic properties



3 Methods

3.1 Performing

Automated Docking

with EasyVS

1. Virtual screening is a powerful, high-throughput technique for
computationally screening large libraries of small molecules
(often in the order of millions) in order to identify those
ligands which are most likely to bind to a drug target protein.
When compared to traditional screening methods, this leads to
significantly higher hit rates that can proceed to lead optimiza-
tion [41, 42]. It can, however, be computationally intensive
and usually requires specialist knowledge. EasyVS provides an
easy-to-use web interface at http://biosig.unimelb.edu.au/
easyvs/, allowing users to rapidly set up and analyze their
virtual screening results.

2. Users can upload the structure of the protein target of interest
as either a PDB file or by providing the PDB ID of a previously
solved experimental structure. Any ligands, ions, or water
molecules already bound to the provided structure will be
disregarded.

3. On the following step, the provided PDB file or identifier will
be processed, and pockets will be automatically detected using
Ghecom [43] (Fig. 2a-1). Users can either select one of the
identified pockets to determine the docking grid (the three-
dimensional space where the ligands will be docked into) or
provide specific grid coordinates and size (Fig. 2a-2).

4. Users then need to select the ligand library they want to screen,
which includes libraries of purchasable compounds, natural
products, or FDA-approved drugs (Fig. 2b). These can be
further filtered based upon their molecular properties (e.g.,
Lipinski’s rule of five [44] or the rule of three) or grouped by
similarity.

5. The selected molecules will then be docked into the selected
docking grid (Fig. 2c-1), and the top 20 poses per ligand can be
downloaded. The server also provides an interactive visualiza-
tion tool to compare ligand docking poses (Fig. 2c-2). The
example on this figure shows the docking poses for ligands
docked to the Ribosome-Inactivating Protein Ricin A (PDB
ID: 1BR5). While poses are sorted by predicted affinity (kcal/
mol) using autodock’s scoring function, users can evaluate
docking poses with alternative approaches, such as
CSM-lig [3].

3.2 Predicting

Protein-Small

Molecule Affinity

with CSM-lig

1. Following virtual screening or docking, the affinity of the top
docked ligand poses can be quantified using CSM-lig. This is a
machine learning-based tool which acts as a scoring function
and enables the numerical affinity comparison between poses.
It is implemented via an easy-to-use web interface at http://
biosig.unimelb.edu.au/csm_lig, which is compatible with
most operating systems and browsers.
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Fig. 2 Automated docking with EasyVS. After choosing a target of interest, EasyVS will automatically identify
pockets (a-1) and allow user to further customize the docking protocol (a-2). A range of ligand libraries can be
selected for docking (b), including FDA-approved drugs, purchasable compounds, and natural products, which
can be further filtered based on physicochemical properties. Docking results are shown in tabular format (c-1),
depicting ligands, their properties, and docking scores. An interactive viewer allows users to inspect the best
poses for each ligand (c-2)
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2. By selecting the “Predict” tab, users are presented with two job
options, “Single Structure” and “Multiple Structures.”

3. For “Single Structure” prediction, provide (Fig. 3a-1) the
protein-small molecule complex you would like to evaluate
the pose of in PDB format (Fig. 3a-2), the three-letter code
for the small molecule (as in the provided PDB file) and
(Fig. 3a-3) and the SMILES string of the small molecule.

4. Alternatively, for “Multiple Structures,” provide two files. The
first file (Fig. 3a-4) is a compressed zip file with all protein-small
molecule PDB files you would like to evaluate. These could be,
for instance, different poses or conformations for a given
protein-ligand complex or multiple different complexes. The
second (Fig. 3a-5) is a tab-separated file with the following
information for each uploaded complex in the .zip file:
(a) structure file name (file in PDB format), (b) three-letter
code for the small molecule (as in the structure file), and
(c) canonical SMILES for the small molecule.

5. The output prediction page for the “Single Structure” jobs
depicted in Fig. 1b presents (Fig. 3b-1) the predicted affinity
(as �log10(affinity) in molar, meaning a compound with an
affinity predicted as 1 nM would have a predicted value of 9).
The example presented in the figure and the web server shows
the affinity prediction for the ligand Zanamivir bound to
human sialidase-2 (PDB ID: 2F0Z). For this complex,
CSM-lig generates a score of 12.6, denoting very high affinity
(larger numbers denote higher affinity). A depiction figure of
the small molecule is shown, together with calculated proper-
ties, including molecular weight (in Da) and partition coeffi-
cient (log P), among others (Fig. 3b-2). An interactive
visualization of the protein-small molecule complex is also
exhibited (Fig. 3b-3). The interatomic non-covalent interac-
tions between protein and small molecule are also calculated
and are available as a downloadable Pymol [45] session
(Fig. 3b-4). Pharmacokinetics and toxicity predictions by
pkCSM for the provided small molecule are also available by
clicking on the red button at the bottom-left corner of the
results page.

6. The output for “Multiple Structures” jobs are shown in tabular
format (Fig. 3c-1), depicting predicted affinity values, SMILES
identifying the molecules and their calculated molecular prop-
erties. These results are available as a tabular file and can be
downloaded (Fig. 3c-2).
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Fig. 3 CSM-lig submission and results web interface. The submission page (a) allows users to provide either
single or multiple protein-ligand complexes for evaluation. The results page for single complex/pose
assessment (b) provides the calculated affinity, ligand properties and depiction, as well as an interactive
visualization of the complex. For multiple poses, CSM-lig provides the predicted affinities in a downloadable
tabular format, together with ligand properties (c)
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3.3 Depicting

and Analyzing Protein-

Small Molecule

Interactions

with Arpeggio

1. Once a structure of the target protein with the candidate
molecule is available, either through experimental determina-
tion or docking or other alternative approach (for instance,
those combining blind docking with molecular dynamics like
the Wrap ‘n’ Shake method [46]), Arpeggio enables the visual-
ization of intermolecular interactions occurring between the
lead and its target. During lead optimization, Arpeggio can
therefore be used to understand the mechanism of binding
and guide medicinal chemistry efforts.

2. Arpeggio is freely available as a user-friendly web interface and
is compatible with multiple operating systems and browsers.
Open up the prediction server, http://biosig.unimelb.edu.au/
arpeggioweb/, on a web browser of your preference.

3. Provide the complexed protein structure of interest by either
uploading it as a PDB file or providing the PDB ID of the
experimentally solved structure in complex with the ligand of
interest (Fig. 4a-1).

4. Select the ligand or ligands of interest under the “Heteroatom”
selection heading to calculate all molecular interactions being
made by that ligand (Fig. 4b-1; see Note 4).

5. The results page will show an interactive image of all the
molecular interactions made by the ligand(s) selected
(Fig. 5a) and a table with a count of the total number of specific
molecular interactions being made, including hydrophobic
interactions, hydrogen bonds, pi-interactions, and ionic inter-
actions (Fig. 4c).

6. A Pymol session file (PSE file) containing the submitted PDB
file and all of the calculated interactions can be downloaded and
opened in Pymol to enable visualization of the interaction
network in 3D and to facilitate high-quality image generation
for manuscripts (Fig. 5b).

3.4 Predicting

the Effects

of Mutations on Small

Molecule Affinity

with mCSM-lig

1. During lead optimization, it is important to consider how
genetic diversity might affect the binding of candidate mole-
cules and, in particular, if resistance is likely to arise. mCSM-lig
uses graph-based signatures to calculate the change upon
mutation in small molecule binding affinity. In order to run a
prediction, open up the mCSM-lig server at http://biosig.
unimelb.edu.au/mcsm_lig/ on a web browser of your prefer-
ence (the web server is compatible with the most common
operating systems and browsers).

2. Users are required to provide the protein structure in complex
with the ligand of interest by either uploading a PDB file or
supplying a valid four-letter code PDB accession code of a
deposited experimental structure (Fig. 6a-1). Users also need
to provide the mutation information, the mutation chain, the
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Fig. 4 Arpeggio submission and results web interface. (a) The submission page allows users to either provide
their own PDB file or an accession code of a deposited experimental structure of the protein of interest. By
selecting the molecule of interest (b), all molecular interactions will be calculated and displayed (c)

A Comprehensive Computational Platform to Guide Drug Development 99



three-letter code of the ligand of interest in the PDB file, and
the approximate binding affinity (in nM) (Fig. 6a-2). If the
binding affinity is not available, this can be approximated using
CSM-lig. The mCSM-lig values do not vary significantly across
most biologically relevant binding affinities.

3. After processing, the results page is shown (Fig. 6b-1), which
includes information about the mutation and the predicted
effects on the ligand binding affinity. An interactive molecular
visualization is shown, allowing users to inspect the wild-type
residue environment (Fig. 6b-2).

4. Predicted effects are outputted as the log fold change in bind-
ing affinity, in which negative values denote destabilizing muta-
tions and positive values, stabilizing ones. The example shown
in Fig. 6 and the web server depicts the prediction for a muta-
tion on the HIV-1 protease bound to an inhibitor. Mutation
from Aspartic Acid to Asparagine on residue position 30 is
predicted to considerably reduce protein-ligand affinity. While
users should interpret the values in the context of the protein
system being studied, for competitive binding inhibitors, it is
often important to consider the relative effect of a mutation on
not only inhibitor binding but also the competitive ligand. This

Fig. 5 Molecular interaction visualization using Arpeggio. The molecular interactions calculated by Arpeggio
can be visualized either online (a) or by downloading the PSE file for visualization in Pymol (b)
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can be done by submitting a structure of the protein containing
the ligand. Resistance mutations are more likely to affect, or
have a larger effect, on inhibitor binding affinity than the
natural ligand. This has been used to successfully preemptively
guide detection of likely resistance variants [29–31, 47–53].

Fig. 6 mCSM-lig submission and results web interface. To predict the effects of a mutation on protein-ligand
affinity, users need to provide a protein-ligand structure of interest (a-1) as well as mutation and ligand
information (a-2). Once the calculations have finished, the results page will show the predicted change in
ligand binding affinity (b-1) as well as an interactive visualization of the mutated residue within its molecular
environment (b-2)
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4 Notes

1. The chain ID for the provided PDB file is a mandatory field for
CSM-Lig and mCSM-Lig, and blank characters are not
allowed. It is possible that homology modeling tools might
not automatically add a chain ID. If this is the case, the user will
need to modify the PDB file prior to submission to the servers.
There are several tools available to perform this task.

2. Another source of error comes from multiple occupancies,
common in high-resolution experimental X-ray crystal struc-
tures. Multiple occupancies should first be filtered out, with the
highest occupancy conformation normally selected.

3. NMR experimental structures often contain multiple models.
It is an important practice to filter NMR structures, selecting a
single model. The predictive tool will show a warning message
in case multiple models are identified.

4. Arpeggio will sometimes fail if the PDB file contains an element
with upper and lower case letters (e.g., Fe as opposed to FE).
These can be altered using a text editor.
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Chapter 8

Systematic Exploration of Binding Modes of Ligands
on Drug Targets

Csaba Hetényi and Mónika Bálint

Abstract

Exploration of binding sites of ligands (drug candidates) on macromolecular targets is a central question of
molecular design. Although there are experimental and theoretical methods available for the determination
of atomic resolution structure of drug-target complexes, they are often limited to identify only the primary
binding mode (site and conformation). Systematic exploration of multiple (allosteric or prerequisite)
binding modes is a challenge for present methods. The Wrapper module of our new method, Wrap ‘n’
Shake, answers this challenge by a fast, computational blind docking approach. Beyond the primary
(orthosteric) binding mode, Wrapper systematically produces all possible binding modes of a drug scanning
the entire surface of the target. In several fast blind docking cycles, the entire surface of the target molecule
is systematically wrapped in a monolayer of N ligand copies. The resulted target–ligandN complex structure
can be used as it is, or important ligand binding modes can be further distinguished in molecular dynamics
shakers. Wrapper has been tested on important protein targets of drug design projects on cellular signaling
and cancer. Here, we provide a practical description of the application of Wrapper.

Key words Pocket, Peptide, Enzyme, Interaction, Inhibitor, Receptor, Mechanism, Action, Agonist,
Antagonist

1 Introduction

There is a continuous increase in the number of atomic resolution
structures of biomolecules available in public repositories such as
the Protein Databank (PDB [1]). This promising trend is further
facilitated by emerging cutting-edge techniques such as cryo-
electron microscopy [2] allowing determination of structures of
large biological entities such as viruses [3]. Despite the increase in
the number of solved biomolecules, and high-throughput automa-
tion of X-ray crystallography [4], the measurement of structures of
biomolecular targets in complex with their ligands remains a chal-
lenge and requires considerable time and money in many cases.

Molecular docking has been introduced as a computational
counterpart of experimental techniques for the determination of
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target–ligand complex structures [5]. Thanks to its high speed,
docking has been extensively applied in high-throughput screening
campaigns of drug design projects [6] focusing on a known binding
pocket of the target. Besides focused projects, docking has pro-
duced useful results if the search space was extended to the entire
surface of the target molecule and the corresponding approach was
named as blind docking [7, 8]. Blind docking has been extensively
applied for finding allosteric [9–11] or multiple [12–16] binding
sites. Like all other methods, docking also has numerous limitations
coming from its approximations. First of all, it has been designed
for focused search for drugs, and a systematic coverage of the entire
target surface has not been implemented. Furthermore, starting
ligand positions and steps of the search algorithm are mostly ran-
domized which decreases reproducibility of the results. Modeling
of flexibility (induced fit) and hydration of the target molecule is
also oversimplified in docking programs to ensure fast results
[17, 18]. Application of molecular dynamics simulations [19, 20]
for blind docking is a reasonable approach to overcome the above
hydration and flexibility problems of the fast methods. Nowadays,
it is quite common to use realistic explicit water models with
molecular dynamics, and flexibility can be obviously taken into
account on both target and ligand sides. While these features of
molecular dynamics considerably improve the precision of the cal-
culated complex structure, they still cannot guarantee a systematic
coverage of the entire surface of the target and correct location
of the real binding pocket(s) during a single docking
simulation [21].

To answer all these challenges of the blind docking problem, a
new method Wrap ‘n’ Shake [21] was developed. The Wrapper
module of Wrap ‘n’ Shake systematically finds all possible binding
modes (sites and conformations) of a drug in several fast blind
docking cycles. Wrap ‘n’ Shake has been tested on important pro-
tein targets of drug design projects on cellular signaling and cancer
[21]. In the present paper, a detailed description of the protocol of
the Wrapper module is provided to help future applications.

2 Materials

2.1 Preparation

of Target and Ligand

Molecules

Wrapper requires complete target and ligand molecules for proper
results. Unfortunately, PDB structures of targets often have miss-
ing atoms or residues, which need to be inserted (see Note 1). In
cases of missing terminal amino acids, acetyl and amide (N-methyl)
capping groups need to be added to the N- and C-terminus,
respectively. Such molecular editing and addition of hydrogen
atoms can be performed by freely available modeling software
such as Swiss-PdbViewer [22] or Schrödinger Maestro program
package v. 9.6 [23]. Preparation of target structures is completed by
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energy minimization using free program packages such as GRO-
MACS [24, 25]. For most of the protein targets, a uniform proce-
dure with an AMBER99SB-ILDN force field [26], TIP3P explicit
water model [27], and no restraints on the heavy atoms is appro-
priate. Ligand molecules can be built and edited by the above
Maestro or other software. Protonation of the ligands (where
applicable) is often helped by the pKa plug-in in Marvin Sketch
[28]. Fast energy minimization of the hydrogenated ligand struc-
tures is usually sufficient. In the first stage, molecular mechanics
minimization with Maestro software is performed, using OPLS
force field [29], followed by a quantum chemistry program package
such as MOPAC [30] with a semiempirical parametrization such as
PM6 or above.

2.2 Wrapper The Wrapper module is available as part of a stand-alone, open
source software package Wrap ‘n’ Shake freely downloadable from
the web page of the program [31] along with full documentation.
It is distributed under the terms of GNU General Public License.
At present, Wrap ‘n’ Shake 1.1 contains software for the Wrapper
module. Wrapper contains two bash scripts (pre-wrapper.sh and
wrapper.sh) and a C program (wrp). After downloading the pack-
age (wns.tgz), it can be extracted using the following command:

$ tar -xvf wns.tgz

Pre-wrapper.sh and wrapper.sh can be found in wns/scripts and
are readily usable under the Linux operating system. The source
code of wrp can be compiled and installed into a $HOME/bin
using the following commands:

$ cd wns/wrp/src

$ make

$ make install

The present version of Wrapper requires installation of external
programs AutoGrid 4.2 and AutoDock 4.2 (Release 4.2.3) of the
AutoDock 4.2 [32, 33] package, Python scripts of AutoDockTools
[34], editconf and sasa programs of the GROMACS program
package. All external programs are freely available. Organization
of the components of Wrapper is shown in Fig. 1 and the programs
are described as follows:

1. Script pre_wrapper.sh requires standard PDB files as input and
prepares the files required by wrapper.sh. The necessary inputs
for wrapper.sh are the PDBQT files of the ligand and target
molecules and also grid (GPF) and docking (DPF) parameter
files. The PDBQT file has the similar format to the regular PDB
file, with additional columns containing the partial charges and
the atom type. In wrapper, Gasteiger partial charges and the
atom types of the modified AD4_parameters.dat (see also
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Subheading 3.3) file are used. Notably, the original version of
AD4_parameters.dat can be found in the source code folder of
the AutoDock4.2 package. Both the ligand and target PDBQT
apply united atom representation, which means that only the
polar hydrogens are explicitly kept in the docking input file.
The GPF file is the input of AutoGrid 4.2 and contains the
docking (grid) box parameters. The grid box defines the search
space where the docking calculations are performed. The GPF
file also lists the names of target and ligand files and their atom
types. The DPF file is the input file of AutoDock 4.2 and
contains the parameters of the search algorithm and docking
runs. The DPF also contains the names of map files generated
by AutoGrid 4.2 for each atom type.

2. Wrapper.sh is the director of the Wrapper module. In several
blind docking cycles, it covers the entire surface of the target
with a monolayer of numerous ligand copies. Wrapper.sh works
in symbiosis with program wrp of the present package detailed
in the next point. The blind docking cycles are performed by
external programs of the AutoDock 4.2 package and per-
formed in separate working directories. After each cycle, free
surface area of the target is calculated by external programs of
the GROMACS package. Wrapper.sh reads PDBQT files of the
ligand and target molecules and supplies the results as a single
PDB file. For the ligand, a template file (ligand_templ.pdbqt) is
also required for post-processing the wrapped target and used

Fig. 1 Components of Wrapper and their connection with external shell scripts and programs. The figure was
reproduced from the website of Wrap ‘n’ Shake with permission
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in the trimming mode of Wrapper. During Wrapper, all ligand
copies are renamed as “LIG” by the wrp program, and after
ligand minimization, all atom names are renamed by MOPAC.
Thus, the ligand template file is used for renumbering and
renaming the ligand atoms and residue name after Wrapper.
This ensures an exact match of the ligand atom names and
ligand residue name with the molecular dynamics topology,
which is required if the user merges the target ligand complex
to use in a Shaker step. The atoms of the template file must have
exactly the same order and number of heavy atoms as the input
ligand.pdbqt file. The template file can be prepared by follow-
ing the same input preparatory steps as for the ligand.pdb,
except MOPAC minimization. Note that all hydrogen atoms
must be added (Subheading 2.1) and the MOPAC energy
minimization step is not required. After adding all hydrogen
atoms, the PDB template file can be converted to a PDBQT
file, using the command line of the python script below or the
graphical interface of ADT program:

$pythonsh $PATH_TO/prepare_ligand4.py -l ligand_templ.pdb -o ligand_templ.pdbqt -v

-d $PATH_TO/ligand_dict.py –F

In this way, the same number and order of atoms is
obtained in the template file as in the input PDBQT of the
ligand. Wrapper.sh also produces log files containing reports on
finished cycles with interaction energy and accessible surface
values.

3. Wrp is an open source C program and serves as the background
engine of the Wrapper module. It is called by wrapper.sh and
performs clustering and ranking of the docked ligand confor-
mations and subsequent assignation of excluded atoms. In
wrapping mode, wrp results in a PDBQT file including the
target, and all ligand copies accumulated up to the actual
cycle and also a statistical file with ranking and intermolecular
energy results (Einter), calculated by the AutoDock 4.2 scoring
function [35]. Wrp can also work in trimming mode where
excess ligand copies not interacting with the target are removed
after the final cycle and the results are written into a single PDB
file identical with that one mentioned at wrapper.sh. This step
is also initiated by script wrapper.sh. Repeated use of wrp in
wrapping mode provides the target structure systematically
covered in a monolayer of ligand copies. The work of wrp is
adjusted by distance tolerance values as described in Subhead-
ing 3.4.

4. External python scrips (Table 1) of AutoDock Tools (ADT) are
required by pre-wrapper.sh. The scripts are freely available
[32, 34]. After ADT installation, these scripts can be found in
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a separate directory of the user: $USER_HOME/MGLTools-
1.5.6/MGLToolsPckgs/AutoDockTools/Utilities24

The pythonsh binary is also installed, and insertion of an
alias line in the .bashrc system file is advised, for easy access:
alias pythonsh¼$USER_HOME/MGLTools-1.5.6/bin/
pythonsh

The python scripts generate PDBQT, DPF, and GPF files
required by AutoDock 4.2 using the parameters described in
Table 2. Based on the generated PDBQT files, ADT scripts also
prepare grid and docking parameter files as required by Auto-
Dock 4.2 [32].

We recommend the use of flexible ligand structures with
torsional restriction on the aromatic and amide bonds only.
Accordingly, branching of the torsion tree in the DPF files is
generated with all default torsions of the ligand molecules as
automatically assigned by ADT.

5. Blind docking runs of wrapper cycles are performed by external
program package AutoDock 4.2. including program AutoGrid
4.2 for calculation of grid maps of the target molecule with
pre-calculated energy values and the docking engine AutoDock
4.2 with a Lamarckian genetic algorithm. Docking parameters
were used as described in a previous study [8]. The source code
of the package was modified in order to be able to produce all
the necessary map files in case of multiple target files. Original
source code limits the number grid map generation to 14 atom
types. Therefore, to produce grid map for all atom types, in
autocomm.h file, line number 93 needs to be changed as
follows.

Original source code:

#define MAX_ATOM_TYPES (14 - NUM_NON_VDW_MAPS)

Replaced by:

#define MAX_ATOM_TYPES (34 - NUM_NON_VDW_MAPS)

Table 1
Python scripts of ADT

Python script name Input Output

prepare_ligand4.py PDB PDBQT

ligand_dict.py PDB PDBQT

prepare_receptor4.py PDB PDBQT

prepare_dpf42.py PDBQT DPF

prepare_gpf4.py PDBQT GPF
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6. External GROMACS programs editconf and sasa [25] are
called for calculation of accessible surface area of the target–
ligand complex using a PDB file as input. The editconf com-
mand transforms the input pdb file intro gromacs .gro file, and
the sasa program performs the calculations. GROMACS sasa
calculates the ASA for the entire target–ligand complex, but
wrapper.sh will eliminate the surface calculated for the ligand,
by deleting rows, with residue name “LIG” from the total_a-
tomarea_lig.xvg file obtained from GROMACS. Wrapper.sh
also produces a log file containing the free target surface not
covered by ligand copies.

Table 2
Blind docking parameters

Parameter Value

Grid parameters

Grid spacing 0.375 Å

Number of grid points (x,y,z) 200,200,200

Docking parameters

Search method Lamarckian genetic algorithm

Population size 250

Maximum number of energy evaluations 20 million

Maximum number of generations 2000 million

Number of top individuals to survive to next generation 1

Rate of gene mutation 0.02

Rate of crossover 0.8

Alpha parameter of Cauchy distribution 0.0

Beta parameter of Cauchy distribution 1.0

Number of iterations of Solis and Wets local search 300

Consecutive successes before changing rho 4

Consecutive failures before changing rho 4

Size of local search space to sample 1

Lower bound on rho 0.01

Probability of performing local search on individual 0.06

Number of hybrid GA-LS runs 100
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3 Methods

3.1 Overview Wrapper builds a monolayer of ligand copies covering the entire
target molecule. Wrapper performs a series of automated, fast blind
docking cycles. The algorithm ensures a complete and systematic
coverage of the surface of the target with ligand copies. Wrapper
uses a modified docking force field and clustering allowing maximal
ligand–target and minimal ligand–ligand interactions. The popular
docking program package AutoDock 4.2 is piped into Wrapper and
performs consecutive fast blind docking cycles without the need of
initial ligand positions or any other interventions of the user. The
outcome of Wrapper is a single PDB file including the structure of
the target wrapped in a monolayer of ligand copies, i.e., the struc-
ture of a target–ligandN complex. The application of Wrapper is
described using an example (Fig. 2) of the complex of hematopoie-
tic cell kinase (HCK, target, in green) and 1-ter-butyl-3-p-tolyl-
1H-pyrazolo[3,4-D]pyrimidin-4-ylamine (PP1, ligand, in red). The
complex structure was published under PDB code 1qcf, and this
code will be used in the names of input and output files of the
example also provided for download on the web page of the
program [31].

3.2 Input Files Wrapper requires complete, energy-minimized structures of the
ligand (1qcf_ligand.pdb, red) and target (1qcf_target.pdb, green)
molecules in Protein Databank (∗.pdb) format. Preparation of
target and ligand molecules is described in Subheading 2.

3.3 Pre-wrapper.sh From both target and ligand structures, pre-wrapper.sh produces
PDBQT input files (1qcf_target.pdbqt, 1qcf_ligand.pdbqt) and
parameter files (1qcf_target.gpf, 1qcf_target.dpf) as required by
AutoDock 4.2 called by wrapper.sh. The docking box is set to
cover the entire surface of the target molecule. For this, the center
of the box is set to that of the target molecule (default option), and
grid maps of 200 grid points in all three spatial directions are
generated. Notably, if the size of the target exceeds ca. 450 amino
acids corresponding to the largest proteins of our test set (Fig. 3),
the number of grid points of 200 should be increased in the
following command of the pre-wrapper.sh script calling prepar-
e_gpf4.py in order to cover the whole target in one BD cycle.

$SCRIPTPATH/pythonsh $SCRIPTPATH/prepare_gpf4.py

-l $ligand_name.pdbqt -r $target_name.pdbqt -p spacing=0.375

-p npts=’200,200,200’ -p ligand_types=’A,..,YY,LL’ –v

With this, the numbers of grid points are specified in GPF for
all three directions of space. The user must also consider the shape
of the target and change the box dimensions in one or all directions
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accordingly (see Note 2). An edge of the box can be calculated in
Ångström as the product number of grid points and grid spacing
(a value of 0.375 Å was used; Table 2). Pre-wrapper.sh also adds
new entries of excluded atom types LL and YY (commonly marked
as X in our original publication [21]) to the DPF and GPF files.
This step is performed only once, as the same parameter files can be
used in all wrapping cycles later. This step is necessary for genera-
tion of the map files of the new atom types. Gasteiger partial
charges are added to both the ligand and target. Addition of
hydrogen atoms to the ligand or target is skipped as the minimized
PDB files already have all atoms. The nonpolar hydrogens are

Fig. 2Main stages of Wrapper. The target (hematopoietic cell kinase, green) is wrapped in numerous copies of
the ligand (1-ter-butyl-3-p-tolyl-1H-pyrazolo[3,4-D]pyrimidin-4-ylamine, red) molecule in several blind dock-
ing cycles. The docking box (red lines) covers the entire surface of the target molecule. The figure was
reproduced from the website of Wrap ‘n’ Shake with permission

Fig. 3 Targets (grey) wrapped in a monolayer of ligand (red) copies. AA count of amino acids of the target, MW
molecular weight of the ligand, N number of ligand copies, CC count of cycles. (The figure was reproduced
from the website of Wrap ‘n’ Shake with permission)
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merged (Subheading 2.2). All default active torsions are kept for
the ligand, but the target is treated rigidly, without active torsions.
Parameter files have the settings as described in Subheading 2.2
(Table 2).

Pre-wrapper also performs three important administrative
modifications on text files.

1. The first row of the parameter files (both the DPF and GPF) is
updated to the actual path of the modified AD4_parameters.
dat.

Default:

autodock_parameter_version 4.2

Modified:

parameter_file $USER_DEFINED_PATH/AD4_parameters.dat

2. New lines of atom types LL and YY are inserted after the last
line of standard atom type maps.

map 1qcf_target.YY.map

map 1qcf_target.LL.map

3. Two lines of atom types LL and YY are inserted to the end of
AD4_parameters.dat file (the modified file can be also down-
loaded from our web page [31]).

atom par YY 3.60 1E-04 00.0000 0.00000 0.0 0.0 0 0 0 0

atom par LL 3.60 1E-04 00.0000 0.00000 0.0 0.0 0 0 0 0

The user may decide to prepare the input PDBQT, DPF,
and GPF using the graphical interface of ADT instead of
pre-wrapper.sh. In this case, after generating the DPF and
GPF, the above detailed three changes should be also done
by manual editing of the files. Whereas the use of pre-wrapper.
sh is not mandatory as file preparations can be arranged as
described above; however, the use of pre-wrapper.sh is recom-
mended to avoid human mistakes especially if multiple target
files or a library of ligand structures are handled.

3.4 Wrapper.sh

and wrp

Wrapper.sh performs the coverage of target surface with a mono-
layer of N ligand copies ending up in a target–ligandN complex.
Several fast BD cycles are performed all of them resulting in
100 docked ligand copies. The count of necessary BD cycles
(CC) depends on the size and shape of the target molecule as
indicated in Fig. 3. Ligand copies and interacting target surface
elements are excluded from successive BD cycles via assignation of a
new “excluded” atom type to the atoms involved. In this way,
unbound target sites can be distinguished from those covered
with ligand copies, ligand-ligand interactions are minimized, and
target–ligand interactions are maximized for the largest possible
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coverage of the target surface. Further details on structural and
physical chemistry of the Wrapper algorithm can be found in the
original publication of Wrap ‘n’ Shake [21].

The BD cycles follow a uniform protocol. Grid map files
(1qcf_target_∗.map) of chemical and excluded (YY, LL) atom
types are calculated by Autogrid 4.2 along with a log file. The
corresponding ∗.YY.map and ∗.LL.map files are generated before
the docking runs. One hundred BD runs are performed in each
cycle, and the docked ligand structures are collected in a log file
(1qcf_1.dlg for the first cycle) by AutoDock 4.2. The log file is
evaluated by the wrp program, which first ranks and clusters the
docked ligand conformations.

Docked ligand conformations of the DLG file are clustered and
ranked based on their interaction energy (Einter, the first energy
component of estimated free energy of binding in the DLG file)
values with the target and the closest distance between each heavy
atom of the ligand copies (dmin). In the initial clustering phase,
wrp (wrapper mode) sorts the 100 docked ligand conformations
according to Einter. Ligand conformation of the lowest Einter from
among the 100 docked ligand copies is selected as the representa-
tive of Cluster 1. Ligand conformation of the second lowest Einter is
selected as a representative of a new Cluster 2 if dmin>drnk, where
drnk is a ranking tolerance, a measure of separation of clusters from
each other. If dmin�drnk, then ligand conformation of the second
lowest Einter is placed into Cluster 1. In this way, all 100 ligand
conformations are clustered, and the representatives are evenly
spread over the target surface without clashing each other. In our
protocol, drnk was set to 2 Å, which is approximately a covalent
bond distance (1.5 Å) plus a 0.5 Å added. The results of clustering
are summarized in .sta file type (O_1qcf_1_wrp.sta) after each
wrapper cycle.

Wrp in wrapper mode assigns the new atom type (YY, LL) of
the abovementioned excluded atoms in the target file (YY) and the
docked ligand copies (cluster representatives LL). Excluded atoms
are assigned using a target–ligand interface tolerance and an assig-
nation tolerance. Both of these tolerance values were set to 3.5 Å in
our default settings. Merging of the modified target and ligand
copies results in a target–ligand complex O_1qcf_1_wrp.pdbqt
file. This file is moved from the working directory of the current
cycle into the directory of the next cycle and used as target input
for programs AutoGrid 4.2 and AutoDock 4.2 if none of the exit
criteria described below are achieved. After each cycle, the free
(unliganded) accessible surface area (ASA) is calculated by external
GROMACS program sasa, as described in Subheading 2, Point
6 (Msroll in the 1.0 version). Wrapping ends if ASA � 1% or the
interaction energy Einter value of any cluster representative in the
cycle is �0 kcal/mol. Otherwise, the resulted PDBQT file is for-
warded to the next cycle as described above. ASA and Einter
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evaluations are calculated for each wrapper cycle and stored in two
separate files (O_1qcf_1_surface_percentage.log andO_1qcf_1_lo-
west_energy.log). These files are generated in the working directory
of each cycle and moved to “stats” folder where statistical evalua-
tion of Wrapper takes place.

For our test system 1qcf, wrapping finished in 16 cycles and
1qcf_16_wrp.pdbqt is the result after the last cycle. All files of the
complete Wrapping process of 16 wrapping cycles can be down-
loaded as a single compressed package (O_1qcf_wrp.tgz).

After the last (16th) wrapping cycle, a trimming mode of wrp is
involved to remove ligand copies positioned far from the target
surface. This is necessary, as some ligand copies may dock to distant
regions of the docking box depending on the actual target. The
trimming step also performs formal post-processing of the
1qcf_16_wrp.pdbqt file using a template file (1qcf_ligand_templ.
pdbqt) described in Subheading 2.2. The resulted
O_1qcf_16_wrp_trm.pdb file has all atoms renamed according to
the standards of PDB file format allowing the use of this file of the
molecular dynamics steps of a Shaker process (see Note 4).

3.5 Output,

Benchmark

In our example, the target structure was wrapped in a monolayer of
N ¼ 143 ligand copies in 15 cycles (Fig. 3). The CPU time of a
cycle of 100 docking runs took 11 h for this system on an Intel
Xeon E5520. In general, CPU times of a cycle varied between some
hours and 1–2 days for the test systems listed in Fig. 3 depending
on the size of the target molecule and the size and number of
rotatable torsion of the ligand (see Note 3). The count of cycles
(CC in Fig. 3) necessary for complete wrapping depends both on
the size and geometry of the partners. The largest ligand (system
1be9) fully covered its relatively small target in less than ten cycles.
The largest CC of 32 was found for system 3n3l, where the ligand is
relatively small and the target is large. The special geometry of
ligand benzamidine is probably a reason for the unique wrapping
pattern corresponding to unexpectedly low N and CC values
obtained in the case of system 3ptb.

4 Notes

1. During pre-wrapper.sh, it is useful to check the net charge (sum
of partial charges of all atoms in the PDBQT file) of the target
and ligand molecules. The value of the net charge of a PDBQT
file should be close to an integer. For example, a net charge of
3.5 indicates that the structure of the molecule is erroneous
(missing/extra atoms), or partial charges could not be assigned
correctly by ADT. In this way, checking of net charge helps the
detection of error occurring during the preparation of target or
ligand structures. Special attention must also be given to the
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charge assigned on systems with coordinating ions (e.g., Fe3+,
Ni2+, etc.) as the partial charges assigned for such atoms by
ADT are not always correct [36].

2. The user should check if the grid box covers the whole target;
otherwise, parts of the target surface excluded from the box
will not be analyzed for possible binding sites. The grid box can
be visualized by a python script called gbox.py downloadable
from the website of Wrap ‘n’ Shake [31].

3. We suggest running pre-wrapper.sh on a simple workstation
(personal computer, PC) as it requires only some seconds to
finish. Wrapper.sh can also be run on a simple PC under Linux.
However, as complete wrapping of a target usually takes several
hours or days of CPU time, its frequent application may require
a dedicated PC or a server node.

4. The Shaker protocol of Wrap ‘n’ Shake [21] can be used for
distinction of important binding modes and structural refine-
ments on hydration and induced fit effects in successive molec-
ular dynamics steps. The wrapped target is placed in a
simulation box and hydrated with explicit water molecules.
The hydrated complex is subjected to a series of simulations
and filtering steps between the MD runs, where loosely bound
ligand copies are removed. Refinement of bound ligand struc-
ture can be performed with all target atoms released.
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Chapter 9

Using MemBlob to Analyze Transmembrane Regions Based
on Cryo-EM Maps

Georgina Csizmadia, Bianka Farkas, Eszter Katona, Gábor E. Tusnády,
and Tamás Hegedűs

Abstract

Transmembrane proteins include membrane channels, pores, and receptors and, as such, comprise an
important part of the proteome, yet our knowledge about them is much less complete than about soluble,
globular proteins. An important aspect of transmembrane protein structure is their exact position within the
lipid bilayer, a feature hard to investigate experimentally at the atomic level. Here we describe MemBlob, a
novel approach utilizing difference electron density maps obtained by cryo-EM studies of transmembrane
proteins. The idea behind is that the nonprotein part of such maps carries information on the exact
localization of the membrane mimetics used in the experiment and can be used to extract the positional
information of the protein within the membrane. MemBlob uses a structural model of the protein and an
experimental electron density map to provide an estimation of the surface residues interacting with the
membrane.

Key words Transmembrane region, Cryo-EM map, Lipid interface

1 Introduction

Transmembrane (TM) proteins represent around ~30% of eukary-
otic proteomes. Their structure determination is notoriously diffi-
cult compared to that of soluble proteins, although there is
significant progress in this area in the last decades. Recent develop-
ments, including those in cryo-EM techniques, allow for the deter-
mination of a larger number of novel structures at high resolution
[1]. Even so, the structural description of a transmembrane protein
cannot be complete without information on its localization within
the lipid membrane. This issue is usually addressed using computa-
tional tools, where various modeling approaches are applied to
provide information about the membrane plane relative to the
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protein. Methods like TMDET [2] determine the best localization
of two planes corresponding to the membrane outer and inner
surfaces by optimizing an objective function. These methods, how-
ever, contain necessary simplifications like assumptions on the thick-
ness of the membrane and lack the potential to incorporate
experimental information about the position of the bulk membrane
phase at sufficient resolution. MEMPROTMD [3] applies molecu-
lar dynamics calculations to build a lipid bilayer around the mole-
cule. Molecular dynamics can also be applied to identify binding
sites of specific lipid molecules within the membrane [4].

In this chapter we describe MemBlob, a recently developed
method that utilizes cryo-EM maps to extract information about
the localization of lipid membranes around TM proteins. The basic
idea is that in many cases the full cryo-EM map contains electron
density data of the protein structure and the surrounding lipid
molecules. By subtracting the reconstructed electron density of
the protein itself from the full map, the resulting “blob” can be
used to specify the sites on the protein that are in contact with the
membrane. We introduce the MemBlob server and database and
discuss the usage of the server through the structure of a potassium
channel (PDB ID 5U70) as an example.

2 Methods

2.1 Input Files

for MemBlob

The MemBlob server needs three input files, two of which, a PDB
format structure file and an MRC format electron density file
(gzipped), are mandatory (see Note 1). The server also utilizes
the output of TMDET for the given structure. Such a file can be
obtained by the user either from the PDBTM database or by
submitting the structure to the TMDET web server at http://
tmdet.enzim.hu. If the user does not provide this file, the Mem-
Blob server will try to fetch it from the PDBTM database, assuming
that the first four characters of the uploaded PDB file correspond to
a PDB ID. If this step is unsuccessful, MemBlob submits the
uploaded PDB to TMDET to get the necessary information.

2.2 Overview

of the MemBlob

Method

TheMemBlob pipeline (Fig. 1) is described in [5]. As a first step, the
electron density map calculated for the PDB structure is subtracted
from the submitted experimental cryo-EM map (provided in the
MRC format file) (see Note 2). Using the output of TMDET, the
z-axis and the origin of the membrane bilayer is predicted, and
different layers of x–y planes at an interval of 2 Å are retrieved. The
values from these planes are then projected to a cylindrical mantle
around the protein at intervals corresponding to a 10� rotation
along the z-axis. Values are smoothened using a Savitzky-Golay
filtering step, and the first minima along the z-axis are used to define
the boundaries of the membrane. The values are then projected to
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the atoms of the protein, assigning localization information to each
residue. An interface region from the boundary of the membrane
toward the origin is defined at both sides using a user-adjustable
cutoff that is 8 Å by default. Residues on the protein surface and
interior are identified usingDSSP. Themain output of themethod is
a PDB file with labels for the position of the residues (Table 1).

2.3 The MemBlob

Web Server

TheMemBlob web server is accessible at http://memblob.hegelab.
org. To initiate a calculation, the user should submit at least two
input files, the PDB and the corresponding (and aligned) cryo-EM
map file. The input form offers the option to submit a user-
calculated difference electron density map; in this case, the “Differ-
ence map” checkbox should be checked, and the server will use this
map instead of calculating the difference map itself. The user can
also submit an XML format file containing the output of the
TMDET algorithm.

The sole option for the calculation that can be set by the user is
the thickness of the interface region, defined as the region starting
from the membrane boundary toward the origin (in the “middle”
of the membrane).

Fig. 1 Schematic representation of the main steps of the MemBlob pipeline. (A) Structure of a transmembrane
protein fitted to the electron density map. The “blob” is clearly visible at the top of the structure. (B) Schematic
representation of the “blob” obtained from the difference map and its relation to the protein structure. (C) The
membrane position is predicted by TMDET and is used to define a coordinate system. (D) Electron density
values are extracted from x–y planes spaced 2 Å from each other along the z-axis. (E) The values are projected
with 10� intervals to a cylindrical mantle. (F) The mantle is displayed as a plane
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Optionally, precalculated results from the MemBlob database
(see Subheading 2.4) can be retrieved based on the corresponding
PDB/EMDB identifier.

Clicking on “Submit query” will initiate the calculation which
takes several minutes when the pipeline runs from scratch but
provides immediate results for precalculated entries. The results
page shows the slices (y–z and x–z planes) of smoothed densities
at 0�, 90�, 180�, and 270� as well as a “mantle” map with densities
from 0� to 350� along the protein surface. The average distances of
the boundaries from the origin (determined by TMDET) are
shown in a table. The page also includes an interactive structure
viewer where the different regions of the molecule are color-coded.
It is highly recommended that the user visually checks the output in
all cases (see Note 2).

2.4 The MemBlob

Database

The MemBlob database, available from the MemBlob website,
contains currently 92 entries corresponding to MemBlob runs for
transmembrane protein structures determined by cryo-EM at a
resolution of 4 Å or better. For each entry, the corresponding
PDB code and EMDB map along with the UniProt ID of the
protein as well as the membrane mimetics used for the structure
determination are listed. For 34 of these structures, the MemBlob
pipeline could not be applied successfully because of various reasons
including the absence of a visible membrane “blob” or that their
cryo-EMmaps exhibited a very low signal to noise ratio. The reason
for unsuccessful processing or other relevant remarks are shown in
the last column of the list. For each entry, the success or failure of
MemBlob analysis is indicated by a green or red icon, clicking on
which the results can be viewed.

Table 1
Labels in the output PDB file and the corresponding residue localizations

Label (in B-factor
column) Residue localization

�10 Undefined/unknown residue (e.g., small molecule for which ASA cannot be
calculated and residues with no sufficient residues to identify and labeled by
UNK in the PDB file)

0 Buried residue

5 Surface residue in the hydrophobic core region (lipid phase)

10 Surface residue in the water phase

15 Surface residue in the interface region
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3 Using MemBlob to Identify the TM Region in the Slo2.2 K+-Channel

As an example, we selected the Na+-dependent K+-channel Slo2.2
[6], PDB ID 5U70. This structure represents an open structure of
the channel, obtained in high (300 mM) NaCl concentration and
micelles as membrane mimetics. The biological unit contains four
identical chains with fourfold symmetry, and this is reflected by the
electron density map.

To analyze the structure, we recommend first to download the
EM map from the MemBlob database page for the entry 5U70
(http://memblob.hegelab.org/results?sid¼5u70). The required
EM data file is named “em_8515.gz”. After downloading, the file
should be unzipped and renamed to have the extension .mrc to be
easily accessible by chimera.

Next, go to the corresponding page on RCSB PDB (https://
www.rcsb.org/structure/5u70), and on the “Download files” tab
on the right, choose “Biological assembly 1.” After unzipping, the
user should have a file named “5u70.pdb1.”

In chimera, the cryo-EM map can be opened by clicking
File ! Open and then selecting file type “MRC density map.”
After selecting and opening the file, select Actions ! Sur-
face ! Transparency, and set to 50% or another desired value to
make the map transparent. As a next step, open the structure by
clicking File ! Open and selecting file type “PDB.” The structure
represented in the file 5u70.pdb1 should align well with the map
that can be explored by visual inspection while rotating the struc-
ture. The fourfold symmetry can be best explored by coloring the
chains differently in chimera (Fig. 2A).

Next we will explore the precomputed results on the MemBlob
results page for the 5U70 entry (http://memblob.hegelab.org/
results?sid¼5u70). Four cross sections along the z-axis are shown,
showing the electron density of the “blob” (i.e., the difference map
obtained by subtracting the one calculated from the protein struc-
ture from the full experimental one) along with a simplified repre-
sentation of the protein structure in the plane of the cross section.
It is clear that at the lower part, which is the transmembrane region
of the structure, there is extra electron density corresponding to
nonprotein molecules, which form the membrane-mimetic micelle
in this case. The membrane boundaries predicted by TMDET are
also shown in Fig. 2B, which depict the cross section at an angle of
90�. In this case, all other cross sections shown on the results page
(taken at angles 0�, 180�, and 270�) are similar because of the
fourfold symmetry of the structure. Figure 2C and D show the
membrane boundaries determined from the electron density at 10�

intervals. The fourfold symmetry of the structure is clearly visible in
these maps, including the width of the membrane-interacting
region. On Fig. 2D, the smoothed boundaries along with those
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Fig. 2 Analysis of the Slo 2.2. Na+ channel with MemBlob. (A) Structure of the biological assembly with the
electron density map. Note the “blob” at the bottom of the structure corresponding to electron density coming
from the nonprotein parts, which are the membrane-mimetic micelles in this case. (Figure prepared with
Chimera.) (B) Cross section of the electron density at 90� with the membrane boundaries predicted by TMDET
marked. (C) Boundaries of the membrane for each slice as determined from the electron density and
(D) compared to that predicted by TMDET. (E, F) Side and top view of the channel structure with color-
coding: cyan, membrane-interacting residues; blue, solvent-exposed residues; magenta, residues at the
membrane interface
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predicted by TMDET are shown together. Figure 2E and F show a
color-coded structural representation indicating the residues inter-
acting with the membrane and the aqueous phase and those in the
membrane interface region. Analysis of the obtained results shows
that the TMDET and MemBlob-predicted boundaries do not
match closely; in fact, 5U70 is one of the structures where the
largest difference has been observed between prediction and Mem-
Blob calculation. In addition, the width of the membrane-
interacting region of the protein fluctuates along the structure.
These results stress the importance of the inclusion of experimental
data in analyzing the exact mode of membrane insertion of TM
proteins.

4 Notes

1. The PDB file and the provided cryo-EM map should be
aligned. The user might visually check their correspondence
with the program Chimera [7] by opening both the MRC and
the PDB files (make sure to select the appropriate file format,
and the MRC file should be unzipped first) and selecting
Actions ! Surface ! mesh from the menu. For the MemBlob
server, the maximum sizes of the gzipped cryo-EM map and
the PDB file for upload are 460 MB and 10 MB, respectively.

2. The electron density map for the submitted PDB file is calcu-
lated for a resolution of 6 Å using the VMD MDFF package
[8]. The two maps are scaled together before subtraction, and
points below 10% of the maximum intensity are treated as zero.
The difference map is then converted to a set of 3D points with
density values. If there is no visible difference, “blob,” then
MemBlob will not be able to determine the position of the
membrane. This can be checked by visual inspection of the
results of the method. See also the comments for the unsuc-
cessfully processed records in the MemBlob database for more
details.
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Chapter 10

Structural Characterization of Protein–Protein Interactions
with pyDockSAXS

Brian Jiménez-Garcı́a, Pau Bernadó, and Juan Fernández-Recio

Abstract

Structural characterization of protein–protein interactions can provide essential details to understand
biological functions at the molecular level and to facilitate their manipulation for biotechnological and
biomedical purposes. Unfortunately, the 3D structure is available for only a small fraction of all possible
protein–protein interactions, due to the technical limitations of high-resolution structural determination
methods. In this context, low-resolution structural techniques, such as small-angle X-ray scattering (SAXS),
can be combined with computational docking to provide structural models of protein–protein interactions
at large scale. In this chapter, we describe the pyDockSAXS web server (https://life.bsc.es/pid/
pydocksaxs), which uses pyDock docking and scoring to provide structural models that optimally satisfy
the input SAXS data. This server, which is freely available to the scientific community, provides an automatic
pipeline to model the structure of a protein–protein complex from SAXS data.

Key words Protein–protein interactions, Structural modeling, Small-angle X-ray scattering (SAXS),
Computational docking, FTDock, CRYSOL, pyDock

1 Introduction

Protein–protein interactions are essential for the majority of
biological processes in the cell. The high-resolution description of
the 3D structure of these specific protein complexes can improve
our understanding of the biological functions and facilitate rational
intervention for biotechnological and biomedical purposes. Unfor-
tunately, high-resolution structural data is available for only a tiny
fraction of such complexes, due to the limitations of current struc-
tural biology methods. In this context, small-angle X-ray scattering
(SAXS) has emerged as a powerful low-resolution method for the
characterization of biomolecules and macromolecular assemblies
[1–5]. The structural information coded in a SAXS curve can be
fully exploited when combined with computational approaches
[6]. This combination is especially adequate for providing detailed
models of protein–protein complexes [7]. One of the first methods
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for rigid-body modeling of SAXS data is SASREF [8], which uses
simulated annealing to simultaneously fit structural models for
protein–protein complexes to multiple SAXS/SANS profiles. How-
ever, relying on SAXS data alone is not sufficient to resolve degen-
eracy in the resulting models, since multiple docking orientations
provide similar overall shapes and, therefore, show similar descrip-
tions of the experimental data. This limitation can be overcome by
using approaches with the capacity to discriminate between differ-
ent arrangements. In that context, computational protein–protein
docking strategies, which rely on the chemical nature of the inter-
acting surface, turn out to be powerful tools to be combined with
SAXS data and improve the quality of the resulting models.
Computational docking methods can generate a large number of
poses that are geometrically and energetically coherent [9]. The
incorporation of SAXS experimental data can narrow the set of
docking solutions that are consistent with such experimental data.
The first reported method to implement and validate this strategy
was pyDockSAXS [10], and since then other methodologies
appeared [11–16]. pyDockSAXS, when systematically tested on a
standard protein–protein docking benchmark, showed twofold
increase in the predictive success rates with respect to the individual
approaches, energy-based docking, or SAXS fitting alone. This
method was implemented in a web server that provided an auto-
matic pipeline for the structural characterization of protein–protein
complexes with SAXS data [17]. In this chapter, we will review the
pyDockSAXS methodology, with detailed running instructions,
example cases, and advises for efficient application.

2 Materials

Our method is available as a web service, freely accessible at https://
life.bsc.es/pid/pydocksaxs. The web front-end acts as a proxy to
the user, removing any complexity aroused from a local installation
of the software. Via a user-friendly interface, the user is capable of
uploading molecular structural information, in PDB format, and
experimental SAXS data, compatible with the CRYSOL [18] soft-
ware, to obtain a set of complex predictions consistent with the
experimental data provided (if possible). Our protocol pyDock-
SAXS, described in [10], samples the rigid-body translational and
rotational space in search for the best 10,000 protein complex
conformations by means of FTDock [19] software and then
rescores them by the pyDock scoring energy [20]. After this step,
the capacity to describe the experimental SAXS curve is evaluated
with the program CRYSOL [18]. A final score combining the
agreement with the experimental SAXS curve and the protein dock-
ing scoring energy is calculated to filter out the best predictions.

132 Brian Jiménez-Garcı́a et al.

https://life.bsc.es/pid/pydocksaxs
https://life.bsc.es/pid/pydocksaxs


The server runs on a cluster with reserved resources for this
service. Allocated resources consist in a computation node com-
posed of 16 cores (4 Intel Xeon E5620 Quad Core at 2.4 GHz)
with 11 TB of total available disk space and 256 GB of physical
memory. This configuration allows the user to compute docking
predictions in a high-performance computing (HPC) environment.

3 Methods

3.1 Input Files There are two possible modes of using pyDockSAXS server: default
mode (in which docking models are generated for two given inter-
acting proteins) and advanced mode (in which the user can provide
a previously generated docking set).

3.1.1 Default Mode In default mode, pyDockSAXS server requires three different files
from the user:

(a) Receptor structure file. This file is in plain-text PDB format
and contains the information of the receptor protein structure.
In order to avoid inaccurate results or software failure, the
PDB structure must contain all the atomic information for
every backbone and side-chain atom. Residues with incom-
plete backbone information are removed in the protocol,
while incomplete side-chain atoms are rebuilt using SCWRL
version 3.0 software [21]. Multichain PDB files are totally
supported, while multi-model files are trimmed to the first
model. Alternative atom positions are not considered in the
protocol. An example of this file can be found online in the
Help page, section Sample Data, file 1PPE_rec.pdb, which are
the coordinates of bovine β-trypsin extracted from the X-ray
structure of its complex with CMTI-I (pdb code 1PPE). The
use of the bound form in this example is only for the purpose
of clarity, but obviously in a real case, the coordinates (struc-
ture or model) of the individual input proteins will be used
most of the times.

(b) Ligand structure file. It is the same as the receptor structure
file, but now containing the structure for the protein ligand.
An example of this file can be found online in the Help page,
section Sample Data, file 1PPE_lig.pdb, corresponding to the
coordinates of CMTI-I in complex with bovine β-trypsin (pdb
code 1PPE). It is a common practice to define the receptor as
the largest molecular partner in the complex, in terms of
number of atoms and/or the maximum diameter of the mini-
mum ellipsoid containing the protein, because it is usually
faster for FFT-based methods to sample smaller mobile
partners.
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(c) SAXS experimental data. A file containing SAXS experimen-
tal data compatible with CRYSOL software version 2.8
(Table 1). This data represents an experimental scattering
curve. The first line is always treated as a title. The following
lines should contain momentum transfer, nonzero intensity,
and standard deviation in a free format (separated by
blank spaces or commas). If standard deviations are not pres-
ent, the errors are estimated automatically with the help of a
polynomial smoothing procedure. An example of this file can
be found online in the Help page, section Sample Data, file
1PPE_curve.dat.

3.1.2 Advanced Mode In expert mode (option stated as advanced users), an extra file is
required (see Note 1):

(a) Rigid-body docking set. This file represents a previously com-
puted rigid-body docking by pyDock [20] software or pyDock-
WEB [22] web server. It is identified by the extension .rot and
contains a set of 13 numerical columns separated by spaces
(Table 2). The first nine columns represent the Euler angles of
the rotation matrix applied to the ligand structure to obtain the
final complex pose. Columns 10–12 represent the translation
vector of the ligand structure in respect of the origin of coordi-
nates (0, 0, 0). The last column (13) is a numerical identifier of
the docking pose. This docking set file is calculated by pyDock
or pyDockWEB, and although it could be calculated by any
other external docking program, this is strongly discouraged to
avoid inconsistences (unless strictly checking that the format is
correct). If this file has been generated in a previous protein–
protein docking run or by the pyDockSAXS protocol, you can
upload it to speed up the calculations of the protocol. An
example of this file can be found online in the Help page,
section Sample Data, file 1PPE.rot.

Table 1
Example of SAXS data file

Randomized data, RELERR ¼ 2.00%, file 1ppe_ref00.iMon Dec 18 14:30:51 2006

0.5000E�02 0.1420E+08 0.2909E+06

0.7500E�02 0.1418E+08 0.2899E+06

0.1000E�01 0.1467E+08 0.2886E+06

0.1250E�01 0.1458E+08 0.2869E+06

0.1500E�01 0.1459E+08 0.2848E+06

Only the header and the first five rows are shown. The complete sample data of this table can be found at https://life.bsc.
es/pid/pydocksaxs/static/data/1PPE_curve.dat
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There is also the possibility to load sample data for the complex
between bovine β-trypsin and CMTI-I (PDB code 1PPE). The user
has only to click on the Load sample data button, and the sample
files will appear in the same view (Fig. 1).

Table 2
Example of .rot file describing a set of docking models

�0.956 0.004 �0.294 �0.277 0.325 0.905 0.099 0.946 �0.309 �2.306 �5.272 22.608 1

0.223 0.712 �0.665 �0.063 �0.671 �0.739 �0.973 0.207 �0.105 �7.227 10.897 24.014 2

�0.384 0.510 �0.769 0.791 �0.247 �0.559 �0.476 �0.824 �0.309 4.021 �8.084 28.232 3

0.207 �0.743 �0.636 �0.230 �0.669 0.707 �0.951 0.000 �0.309 30.032 �1.054 34.559 4

�0.780 0.504 �0.372 �0.175 �0.745 �0.644 �0.601 �0.437 0.669 18.081 �2.460 �10.433 5

�1.000 0.000 0.000 �0.000 �1.000 0.000 0.000 �0.000 1.000 3.318 1.055 38.074 6

0.420 �0.788 �0.450 �0.889 �0.258 �0.378 0.182 0.559 �0.809 8.239 �8.787 28.232 7

�0.763 0.336 0.552 �0.513 �0.834 �0.201 0.393 �0.437 0.809 33.547 �7.381 16.281 8

�0.541 0.393 �0.743 �0.588 �0.809 �0.000 �0.601 0.437 0.669 26.517 �12.302 6.439 9

�0.856 �0.143 �0.497 0.507 �0.038 �0.861 0.104 �0.989 0.105 2.615 17.224 7.142 10

Only the first 10 rows are shown. The complete sample data for this file can be found at https://life.bsc.es/pid/

pydocksaxs/static/data/1PPE.rot

Fig. 1 Automatic loading of the example data of a protein–protein complex (PDB code 1PPE) in the
pyDockSAXS webserver. The user has to click on the Load sample data button (1), and the sample files will
appear in the same page on the right side (2)
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Once the input files have been uploaded, then click on Con-
tinue button.

3.2 Using

the pyDockSAXS

Protocol Web Server

3.2.1 Chain Selection

Once the user has provided the input files (see Note 2), a new view
asks the user to select the chains for both receptor and ligand
involved in the protein–protein docking prediction step (Fig. 2).
If no chain is selected for receptor or for the ligand, an error will
appear asking the user to select at least one chain per subunit.
Figure 2 shows the available chains for the receptor and ligand
input files previously extracted from the structure of the complex
between bovine β-trypsin and CMTI-I (PDB code 1PPE), used as
example.

3.2.2 CRYSOL

Parameters Selection

After the selection, a new view for configuring additional para-
meters for CRYSOL [18] is displayed (Fig. 3). Only after selecting
the option For advanced users only: use custom CRYSOL para-
meters, the Constant subtraction and the Angular units options
will be enabled. Here we detail these two options:

(a) Constant subtraction. This operation accounts for possible
systematic errors due to mismatched buffers in the experimen-
tal data. This is a free parameter that is added to all intensities
of the scattering profile to improve CRYSOL [18] fitting.

(b) Angular units. By default, an attempt is made to estimate the
unit scale of the SAXS curve. If angular units are explicitly
selected, they will be used by the CRYSOL software and may
incur in prediction failure. There are five available options:

l 1/Å, s ¼ 4πsin(θ)/λ

l 1/nm, s ¼ 4πsin(θ)/λ

l 1/Å, s ¼ 2sin(θ)/λ

l 1/nm, s ¼ 2sin(θ)/λ

l Automatic (by default)

Fig. 2 Chain selection page. The user is asked to select the chains for both receptor and ligand involved in the
protein–protein docking prediction step
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(c) Where s is the momentum transfer, 2θ is the scattering angle,
and λ is the X-ray wavelength.

3.2.3 Data Submission In the final step, a summary of the data provided by the user is
displayed (Fig. 4). This data is:

– Contact email (if provided). It would be used to notify the user
after completion of the computation in the server.

– Receptor PDB structure file name and selected chains.

– Ligand PDB structure file name and selected chains.

– A plot of the scattering curve of the experimental data
provided (see Note 3).

When clicking on Submit job button, the user will be redirected
to the job results page, which displays the current status of the job
and it is automatically refreshed every 5 min.

3.3 Results Page The job has finished when the status in the job results page is set to
calculated. At this point, the page shows four basic blocks of data
(Fig. 5):

(a) Results files. A compressed file in TAR-GZIP format contain-
ing all the results predicted is provided for downloading.
Please refer to Subheading 3.4 for more details.

(b) Table of predicted energies. This table, which can be also
downloaded in PDF format, shows the top 100 predictions as
sorted by the pyDockSAXS score, with the different energies
calculated by the protocol (Table 3). The order of each dock-
ing model is identified in theRANK column (from 1, the best
one, to 100). For each conformation (Conf column), values
for electrostatics (Ele column), desolvation (Desolv column),

Fig. 3 Advanced mode for selecting CRYSOL-specific parameters. After selecting
the option For advanced users only: use custom CRYSOL parameters (1), the
Constant subtraction (2) and the Angular units (3) options will be enabled
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and Van der Waals (VDW column) energies calculated by
pyDock are displayed. The column “pyDock” represents the
pyDock energy, which is calculated as the sum of Ele, Desolv,
and 10% of the VDW column. Crysol column indicates the
value of χ defining the goodness of fit to the SAXS data
computed with CRYSOL 2.8 (seeNote 4). Finally, the pyDock-
SAXS column indicates the final score calculated by the
protocol.

(c) SAXS curves for the top ten predicted models compared to
the input experimental curve. An interactive plot where
every fitted SAXS curve is in the same color as the model
represented in the 3D visualization section (Fig. 5, panel 3).
The number on the right of the color identifies the conforma-
tion (Conf column in the predicted energy table).

(d) Top 10 predicted models in a 3D interactive visualization.
Receptor protein is fixed and displayed using van der Waals
spheres and white color (Fig. 5, panel 4). Ligand models are
displayed in backbone-only mode and in different colors.
Models can be activated or deactivated using the checkboxes
below the 3D representation.

3.4 Output Files Output files are organized in four different folders: input_data,
pydock, top100, and fit_top10_SAXS. The tag xxx is a numerical
identifier of the job in the pyDockSAXS web server:

(a) input_data. This folder contains the original data provided by
the user.

(b) pydock. This folder contains the files generated by the pyDock
software:
l setup.log: a description of how pyDock reads and parses the

original PDB structures provided by the user.

l project_[xxx]_rec.pdb: receptor PDB structure after parsing
in pyDock.

Fig. 4 Submission page. A summary of the main parameters appears before submitting the job to the server
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l project_[xxx]_rec.pdb.amber: AMBER94 [23] force field
values for atoms in receptor PDB structure used by
pyDock.

l project_[xxx]_rec.pdb.H: receptor PDB structure parsed by
pyDock, including hydrogens.

l project_[xxx]_lig.pdb: ligand PDB structure parsed by
pyDock.

Fig. 5 Results section. The page shows four basic blocks of information provided to the user by the
pyDockSAXS webserver: results files ready to be downloaded (1), a table with the predicted energies for
the top 100 docking poses (2), SAXS curves for the top ten predicted models compared to the input
experimental curve (3), and a 3D graphics visualization of the top ten predicted models (4)
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l project_[xxx]_lig.pdb.amber: same as receptor.

l project_[xxx]_lig.pdb.H: same as receptor.

l project_[xxx].rot: rigid-body docking set generated from
the FTDock [19] output.

l project_[xxx].ftdock: FTDock software output.

l project_[xxx].ini: pyDock initialization file.

l project_[xxx].ene: a table with a list of generated conforma-
tions scored and ranked by the pyDock energy.

l project_[xxx].saxs: a table with a list of chi-square and the
radius of gyration values for each generated conformation.
When chi-square is larger than 10, a 999.0 value is set in
the file.

l project_[xxx].ene.saxs: a table with a list of generated con-
formations scored and ranked by the pyDockSAXS energy.

(c) top100. This folder contains the top 100 structures scored by
pyDockSAXS and their corresponding CRYSOL fitted curve.
File names follow the pattern RankNumber_project_Projec-
tID_ConformationNumber.extension, where RankNumber
corresponds to theRANK column andConformationNumber
to the Conf column in the predicted energy table.

(d) fit_top10_SAXS. This folder contains the top ten fitted
curves calculated by CRYSOL and in line with the Chi-square
value. The file name format follows the pattern RankNum-
ber_ConformationNumber.fit, where RankNumber corre-
sponds to the RANK column and ConformationNumber to
the Conf column in the predicted energy table.

Table 3
Example of results table

Conf Ele Desolv VDW pyDock Crysol pyDockSAXS RANK

6367 �7.268 �8.294 57.23 �9.839 3.8 58.389 1

3057 �10.327 0.673 22.29 �7.425 3.604 59.02 2

16 �7.341 �9.325 76.99 �8.967 4.806 67.762 3

3536 5.175 �5.623 56.351 5.187 3.669 72.228 4

5503 �8.398 11.501 43.408 7.444 3.614 73.981 5

4722 �5.241 �10.226 53.554 �10.112 5.845 74.506 6

2636 �6.273 14.214 1.569 8.097 3.655 75.01 7

2253 �7.281 11.796 50.262 9.541 3.669 76.582 8

8008 �8.994 6.053 19.842 �0.957 5.026 77.509 9

2637 �8.721 �0.215 16.322 �7.304 5.999 78.421 10

Only the header and the top ten conformations and their respective energies are shown
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4 Discussion

As a test exercise, we can compare the docking models provided by
the pyDockSAXS server in the example case (bovine β-trypsin and
CMTI-I) with the X-ray structure of the reference complex (PDB
1PPE). In order to evaluate the results, we can calculate standard
measures in docking prediction assessment. One of the most popu-
lar measures is the ligand RMSD, which is the root mean standard
deviation of the ligand atoms in the model with respect to those in
the reference, after optimally superimposing the receptor mole-
cules. Figure 6 shows in orange the model ranked 1 by pyDock-
SAXS for the example case in comparison with the reference
complex in blue (receptor molecules from model and reference
are superimposed). The ligand RMSD for this model is 2.4 Å,
which indicates that the method has worked well in this case.
Interestingly, the models with the best fitting to the SAXS curve
and with best pyDock energy are further from the reference struc-
ture, which shows that the combination of energy-based and SAXS-
based scoring is improving the predictive results as compared with
the two individual approaches (see Note 5).

Of course, in a real case, one does not have the reference
complex to compare. The method provides a series of models that
can be used to interpret or guide experimental results (seeNote 5).

Fig. 6 Predicted models for the example case (bovine β-trypsin and CMTI-I). The
position of the ligand in the docking model ranked 1 by pyDockSAXS is shown in
orange ribbon. This can be compared with the complex reference (PDB code
1PPE) shown in blue ribbon (receptor in blue ribbon and white surface). This
model has ligand RMSD 2.4 Å with respect to the reference, after superimposing
the corresponding receptor molecules
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There are some hints that can indicate reliability of the predictions,
such as convergence of the best-scoring models toward the same
structure, good pyDock and/or CRYSOL scoring values, consis-
tency with other available experimental data, etc.

5 Notes

1. If a precomputed rigid-body docking set is provided, it is
mandatory to use the same input structures for receptor and
ligand as in the previous docking prediction. This is crucial, as
the protocol will not check if the docking set is compatible or
not with the input structures.

2. Input PDB structures are one of the major sources of failure of
this protocol. One of the reasons is the existing heterogeneity
in the PDB file format. Despite the syntax of the PDB format is
well defined, third-party software that users can apply to ana-
lyze, visualize, or generate PDB files is very diverse and may
interpret or modify the file format. In our protocol, only lines
starting with the keyword “ATOM,” containing only protein
information, i.e., atom coordinates, type, and information
related to the standard 20 residues, are parsed. No water,
cofactors, small molecules, DNA, or RNA data are accepted
by the protocol.

3. The secondmajor source of failure of the protocol is the diverse
set of errors and mistakes on the experimental SAXS data
provided. Wrong identification of the units, wrong use of the
constant subtraction, or several initial lines in the data file (only
the first line is identified by the CRYSOL software as a header
or title) are typical examples. Despite many of these errors are
controlled in the web server, unorthodox input formats can
escape this sanitization step.

4. Predictions might not be compatible with the scattering data
provided. In that case, the protocol is not capable of providing
a good model for the assembly, and thus the top predictions
displayed in the results page (or the top predictions in the
energy table) will show a wrong CRYSOL score (9999.0) to
penalize them.

5. The user should note that SAXS contribution to the identifica-
tion of correct docked models will strongly depend on the
shape of the interacting proteins. In cases with anisotropic
proteins (i.e., elongated or flattened), SAXS data will be more
discriminative. However, in cases with spherical proteins, the
different docking models will yield similar SAXS curves, and
therefore the scoring will rely mostly on the pyDock energy.
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Chapter 11

Protein–Protein Modeling Using Cryo-EM Restraints

Mikael Trellet, Gydo van Zundert, and Alexandre M. J. J. Bonvin

Abstract

Recent improvements in cryo-electron microscopy (cryo-EM) in the past few years are now allowing to
observe molecular complexes at atomic resolution. As a consequence, numerous structures derived from
cryo-EM are now available in the Protein Data Bank. However, if for some complexes atomic resolution is
reached, this is not true for all. This is also the case in cryo-electron tomography where the achievable
resolution is still limited. Furthermore the resolution in a cryo-EM map is not a constant, with often outer
regions being of lower resolution, possibly linked to conformational variability. Although those low- to
medium-resolution EM maps (or regions thereof) cannot directly provide atomic structure of large
molecular complexes, they provide valuable information to model the individual components and their
assembly into them.Most approaches for this kind of modeling are performing rigid fitting of the individual
components into the EM density map. While this would appear an obvious option, they ignore key aspects
of molecular recognition, the energetics and flexibility of the interfaces. Moreover, this often restricts the
modeling to a unique source of data, the EM density map.
In this chapter, we describe a protocol where an EMmap is used as restraint in HADDOCK to guide the

modeling process. In the first step, rigid-body fitting is performed with PowerFit in order to identify the
most likely locations of the molecules into the map. These are then used as centroids to which distance
restraints are defined from the center of mass of the components of the complex for the initial rigid-body
docking. The EM density is then directly used as an additional restraint energy term, which can be
combined with all the other types of data supported by HADDOCK. This protocol relies on the new
version 2.4 of both the HADDOCK webserver and software. Preparation steps consisting of cropping the
EM map and rigid-body fitting of the atomic structure are explained. Then, the EM-driven docking
protocol using HADDOCK is illustrated.

Key words Biomolecular interactions, Information-driven docking, Cryo-EM data, Flexibility,
HADDOCK, Molecular modeling

1 Introduction

To drive all essential functions of the cells, biomolecules interact
with each other forming complexes of different scales and stabili-
ties. Deciphering the three-dimensional (3D) structure of such
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molecular complexes provides insights into the molecular determi-
nants of these interactions and opens the route to tuning them in
order to prevent or promote functions linked, for example, to
diseases. Several experimental techniques exist to solve the 3D
structure of molecules. Depending on the flexibility, mobility, and
environment of those proteins, some techniques will be more effi-
cient than others. They might also picture the system at different
resolutions. X-ray crystallography and NMR have been for a long
time the sole providers of high-resolution atomic structures stored
in the Protein Data Bank (PDB). However, the past few years have
seen the rise in the number of high-resolution structures solved by
cryo-electron microscopy (cryo-EM). Cryo-EM has undergone a
revolution in terms of the achievable resolution, thanks to both
technical (e.g., the direct electron detectors) and software advances
[1, 2].

Despite those advances, there will still be plenty of cases where
cryo-EM will not achieve atomistic resolution (also typically diffi-
cult to reach in cryo-electron tomography). The resolution within
one large macromolecular complex is also not a constant, meaning
that parts of the complexes, often on the periphery or the more
flexible parts, might only be seen at lower resolution. In those cases,
one has to rely to fitting structures or models of the components of
a complex into the density. This can be done via different ways:
Manual fitting using specialized tools [3, 4], exhaustive search and
rigid-body fitting [5], or flexible fitting, using different strategies to
account for the atomic structures flexibility [6]. Often this model-
ing does not take into account flexibility (or only to a limited
degree) and usually ignores the energetics at the interface of the
fitted components, with the result that the interfaces in those
complexes often have a poor quality with many clashes.

We have previously published a protocol that makes use of
cryo-EM densities in flexible docking based on our information-
driven, integrative modeling platform HADDOCK [7]. In this
chapter, we illustrate the use of cryo-EM data as restraints to
drive the modeling of a protein–protein complex using the new
HADDOCK2.4 web portal, which now supports such kind of data.
The protocol illustrates various steps, from the preparation/crop-
ping of the original cryo-EM map to rigid-body fitting into the
cryo-EM density to extract centroids position and finally to the
setup of HADDOCK-EM run using its web portal version.

2 Overview

This section describes the different steps and their background in
order to perform a protein–protein docking run in HADDOCK
using an EM density map as restraint.
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HADDOCK makes use of a variety of restraints (often
expressed in terms of ambiguous or unambiguous distance
restraints) throughout the entire docking process to drive and
score the complex formation. These restraints can be derived
from various experimental information sources such as NMR
chemical shift perturbations, hydrogen/deuterium exchange,
chemical cross-linking detected by mass spectrometry, mutagene-
sis, etc. [8–11].

When using cryo-EM data, however, HADDOCK needs to
first convert the information provided by the EMmap into distance
restraints in order to drive the molecules to their potential location.
This can be done by extracting centroids from the EM map as
described in [12]. The centroids are provided as 3D coordinates
to HADDOCK and are automatically converted to unambiguous
(or ambiguous in cases where circular symmetry is present or the
identity between subunits is uncertain) distance restraints between
the centroids and the center of mass of the subunits, as illustrated in
Fig. 1. These restraints draw, during the initial rigid-body step of
HADDOCK, the molecules toward their location within the EM
map. Once the rigid complex is formed and oriented correctly in
the density, the cryo-EM density-based restraint energy term in
HADDOCK is applied, and the refinement protocol proceeds
through the various steps of HADDOCK. For details, see Subhead-
ing 2.3 and the original HADDOCK-EM publication [7].

Fig. 1 Representation of the Rigid-Body Docking Protocol in HADDOCK-EM as illustrated in [7]. (a) Simulated
cryo-EM data of colicin E7/IM7 complex (PDBid 7CEI). (b) Centers of mass of each subunit represented with
gray spheres within the EM map. (c) Distance restraints in HADDOCK it0 step are defined between the COM of
chain A (light gray) and B (dark gray) and their corresponding centroids. (d) Example of a complex obtained
after the first rigid-body minimization (it0). (e) After the position, the relative orientation of each subunit should
be determined. (f) A line drawn between the two centroids is used as axis to perform a rotational search. The
complex with the highest cross-correlation value is chosen. (g) Excluding the centroid-based restraints, a final
rigid-body minimization is performed against the cryo-EM data and assessed, thanks to a cross-correlation-
based potential
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2.1 High-Resolution

Atomic Structure

Rigid-Body Fitting into

Cryo-EM Densities

The rigid-body fitting into the cryo-EM map will be performed
using PowerFit [12], making use of our web server [13]. PowerFit
fits atomic structures into density maps by performing a full-
exhaustive six-dimensional cross-correlation search between the
atomic structure and the density. It takes as input an atomic struc-
ture in PDB or mmCIF format and a cryo-EM density with its
resolution, and outputs positions and rotations of the atomic struc-
ture corresponding to high correlation values and the top ten best
scoring rigid poses. PowerFit uses the local cross-correlation func-
tion as its base score. The score is by default enhanced with an
optional Laplace prefilter and a core-weighted version that mini-
mizes the effect overlapping densities from neighboring subunits.

From the fitted structure, one can extract the 3D coordinates of
the centroids (their center of mass position into the map), an
information required by HADDOCK-EM.

2.2 Cryo-EM Density

Map Cropping

In order to reduce data noise and save computational time, we
strongly advise to crop the cryo-EM map to the region of interest.
Cropping can be straightforwardly performed using UCSF Chi-
mera [3]. A step-by-step protocol to extract a subregion of a density
map is available at https://www.cgl.ucsf.edu/chimera/docs/
UsersGuide/midas/mask.html. In this protocol, we will use fitting
results from PowerFit to crop the map with respect to the predicted
molecular subunits’ location.

2.3 Protein–Protein

HADDOCKing with EM

Restraints

2.3.1 Docking Protocol

The docking protocol in HADDOCK consists of three successive
steps:

– it0: Rigid-body energy minimization (RBEM),

– it1: Semiflexible simulated annealing (SA) in torsion angle space
(TAD/SA),

– water: Final restrained molecular dynamics in explicit solvent.

Pre- and post-processing steps are performed: (1) to build
missing atoms in the preliminary step and (2) to launch a variety
of analyses and clustering of solutions in the final step. For further
details, please refer to [14, 15].

TheHADDOCK-EM protocol requires as input an EM density
map and its resolution together with the centroid coordinates of
each of the subunits to be docked. Some changes have been made
to the default HADDOCK docking protocol to account for the
cryo-EM data parameters, mainly in it0, where centroids, approxi-
mate location of the subunits’ COMs in the density map obtained
during the fitting step (see Subheading 2.2), are used to place the
subunits. As for the center of mass docking protocol of HAD-
DOCK [16], additional distance restraints are generated between
the COMs of the subunits. The main difference here lies in the fact
that distance restraints are not created between the subunits them-
selves but between each subunit and one or several (in case of
ambiguity) centroid coordinates.
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Other cryo-EM-related required parameters for HADDOCK
are either directly extracted from the map or have optimized default
values. Some of these can be controlled through the web portal
interface, for expert tuning of results.

Rigid-Body Energy

Minimization (RBEM, it0)

In the initial docking stage, the interacting partners are considered
rigid and separated in space and placed on a sphere centered on the
midpoint of the centroids. For each docking trial, each subunit is
randomly rotated around its center of mass and translated within a
10 Å box of to ensure unbiased starting configurations. In the case
of unambiguous centroid-based restraints, HADDOCK will fit the
subunits’ COMs on the centroids to which they are associated. In
the case of ambiguous restraints, each subunit would be ambigu-
ously linked to any of the centroid given as input. Then, selection of
the best conformation will solely rely on the HADDOCK score.

The centroid-based distance restraint is described by a soft
square potential between two pseudo-atoms, one of which corre-
sponds to the centroid and the other to the COM of the subunit.

Optimization steps have been performed to derive the best
values for (1) the force constant of the centroid-based distance
restraints that drives the COMs to the centroids, (2) the weight
for the cross-correlation energy term, and (3) the weight of the
LCC term in the HADDOCK score for it0. The default values in
our protocol stand, respectively, at 50, 15,000, and 100. Those
three values can be changed in the submission interface of
HADDOCK2.4.

Binary systems will undergo a supplementary optimization step
that aims at optimizing their orientation within the EM map. For
this, an exhaustive 4� rotation search along the axis joining the
centroids is performed, and at each step, the cross-correlation
value is calculated to assess the pose. The orientation with the
maximal cross-correlation value is kept. Finally, a rigid-body mini-
mization is performed against the map using a combination of the
cross-correlation, van der Waals, and electrostatic energy terms.
Models are then scored by the traditional HADDOCK score plus
a LCC term that reports on the overall quality of the fitting within
the EMmap. Typically, 2000models are generated and scored from
which typically the 400models with the best HADDOCK score (see
Subheading “Scoring”) will go to the semiflexible simulated
annealing stage of HADDOCK.

Semiflexible Simulated

Annealing in Torsion Angle

Space (TAD/SA, it1)

After a first rigid-body simulated annealing stage, the semiflexible
simulated annealing stage, which starts with a short rigid-body
molecular dynamics phase, optimizes the side chain conformations
at the interface and then both backbone and side chains. The
flexible regions are automatically defined for each docking model
as the residues within 5 Å from a partner molecule. The parameters
for it1 are the same as in a typical docking run with HADDOCK,
with the exception of adding the cross-correlation energy term used
both during the simulated annealing protocol and in the scoring.

Cryo-EM Driven Protein Docking 149



Restrained Molecular

Dynamics in Explicit

Solvent (Water)

The structures obtained after simulated annealing are finally refined
in an explicit solvent layer to further improve the scoring. This is
done by a short molecular dynamics simulation in water, solvating
the complex in an 8 Å shell of TIP3P water molecules [17].

Scoring The EM protocol introduces a new term to the HADDOCK score,
namely, the local cross-correlation value (LCC) computed for a
given model which is added to the equation defining the score,
with an optimal weight for the three stages:

HSEM�it0 ¼0:01�Evdwþ1:0�Eelecþ0:01�EAIR þ1:0�Edesolv�0:01�BSA�400�LCC:
HSEM�it1 ¼1:0�Evdwþ1:0�Eelecþ0:1�EAIR þ1:0�Edesolv�0:01�BSA�10,000�LCC

HSEM�itw ¼ 1:0 � Evdw þ 0:2 � Eelec þ 0:1 � EAIR þ 1:0 � Edesolv � 10, 000 � LCC
The other terms of the scoring function are the intermolecular

van der Waals (Evdw) and electrostatic (Eelec) energies calculated
with the OPLS force field and an 8.5 Å nonbonded cutoff [18], an
empirical desolvation potential (Edesolv) [19], the ambiguous inter-
action restraint energy (EAIR), and the buried surface area (BSA).

2.3.2 Clustering of Final

Solutions

All models generated by HADDOCK are clustered either based on
their fraction of common contacts [20] (FCC, default) or on their
interface-ligand-RMSD (i-l-RMSD) depending on the user’s
choice.

3 Methods

The HADDOCK-EM protocol requires some preliminary steps
outside the traditional HADDOCK pipeline and independent
from the web server. As explained in the previous sections, atomic
structures will first be fit into an EMmap region, then the EMmap
will be cropped, followed by a final fitting step.

To follow our protocol in its entirety, the 3D viewer program
UCSF Chimera (https://www.cgl.ucsf.edu/chimera/) is needed.
The protocol described here is based on version 1.12.0. Python2 or
Python3 should also be installed (we recommend the latest stable
versions Python 2.7.15 or Python 3.6). All other steps will simply
make use of a standard web browser with JavaScript enabled. A
registration to the CSB portal is required to use both PowerFit and
HADDOCK (see Note 1). Complementary to the HADDOCK
registration, users must request GURU access via their profile
page to get access to the EM restraint parameters.

In the following sections, we illustrate our protocol on a test
case taken from the use cases illustrated in [7]. The complex studied
describes the interaction between two proteins of the 30S subunit
of the ribosome (chains F and R). An atomic model of the entire
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complex is available (PDBid: 2YKR) as well as the 9.8 Å resolution
cryo-EM map from which it was derived (EMDBid: 1884). The
necessary files are provided in a tar archive available in the Supple-
mentary Material. This protocol describes a two-body docking
example. The same recipe can be extended to more components
by repeating the PowerFit steps as many times as there are compo-
nents and providing all the independent structures and centroid
positions to the HADDOCK submission portal. The protocol
should be able to run on any operating system since it mainly relies
on a web browser, Chimera, and some Python scripts.

3.1 Preprocessing

of the Cryo-EM Map

In this section, we will crop the cryo-EMmap to only keep the part
that is relevant for our docking. This step is optional and signifi-
cantly depends on (1) the size of the map and (2) the preliminary
information we have about the structure localization within this
map. In our example, we already know the location of the subunits
we want to dock in the EM map. Without this information, a very
first step would have been to perform a fitting of the subunits
within the EMmap we plan to use to identify their possible location
(as described in Subheading 3.2, for instance). Such fitting should
always start from the largest components since these are easier to
identify in the EM map.

To crop the map, we will use UCSF Chimera. Chimera has a
very complete support for density maps and allows to quickly
observe, analyze, and manipulate such maps via a customised user
interface. We will follow the instructions given in the Chimera
documentation [21] with little modifications accounting for most
recent versions of Chimera. For an online version of the documen-
tation, please refer to https://www.cgl.ucsf.edu/chimera/docs/
UsersGuide/midas/mask.html.

1. Open Chimera.

2. Load the cryo-EM map (emd_1884.map).

3. Load the crystal structure of the 30S subunit bound to RsgA
(2ykr_FR.pdb).

Warning: At this stage, be careful to not move the complex
independently from the EM map during the session. This could
lead to erroneous results during the next steps.

4. If the Model Panel window is not displayed, go to Tools > -
General Controls > Model Panel.

5. Select “2ykr_FR.pdb.”

6. Click onAction> Surface> Show to generate the surface of the
protein.

7. A new line should appear in the Model Panel window with the
name “MSMS main surface of 2ykr_FR.pdb.”

8. Click on Tools > General Controls > Command Line.
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9. In the new dialog window that opened at the bottom of the
viewer main window type:

mask #0 #1
where #0 represents the identifier of your EM map and #1

the identifier of your protein–protein surface.

10. A new volume representation should appear (see Fig. 2)
together with a new line in the Model Panel window named
“emd_1884.map masked.”

11. Save the new masked map, in the Volume Viewer window:
File > Save map as. . . (1884_masked.map).

3.2 Getting Centroid

Coordinates by Fitting

the Atomic Structure

into the New

Cryo-EM Map

In this section, we will use the PowerFit web server to obtain the
centroid coordinates of the two subunits of the complex. PowerFit
performs an exhaustive search to identify the best fit of our crystal
structure within the new masked cryo-EM map obtained in Sub-
heading 3.1. The best solutions are ranked according to a cross-
correlation score (similar to the one used in the HADDOCK
protocol).

Note that access to the PowerFit web server requires registra-
tion (https://wenmr.science.uu.nl/auth/register/—select Power-
Fit as registered service).

1. Go to http://milou.science.uu.nl/services/POWERFIT.

2. Add the cryo-EMmap file (1884_masked.map) to the “Cryo-
EM map” field.

3. Add the atomic structure of the complex (2ykr_F.pdb) to the
“Atomic structure” field.

4. Put 9.8 as “Map resolution” (in Angstroms).

Fig. 2 Chimera snapshot illustrating the EM map of 30S ribosomal subunit with
RsgA bound in the presence of GMPPNP, EMDBid 1884 [24], in white and, in
blue, subpart of the EMDBid 1884 EM map masked by the subunits F and R of
atomic structure 2ykr
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5. By default the server will redirect the computation to GPGPU
grid resources provided by the federated sites of EGI. To run
locally on our server, you might choose to uncheck “Redirect
submission to grid (GPU) resources.”

6. Enter your credentials (email + password) and click on
“Submit.”

7. The run should take about 5 min (see Note 2). The status of
your job will be updated every 30 s. Once the job is finished,
you will get an email, and, if you have left the page open, you
will be redirected to the results page, similar to the one shown
in Fig. 3.

8. On this page, reach the “Solutions” section. The table pre-
sented here reports the 15 best nonredundant solutions ranked
by correlation score. We will focus on the best solution.

9. Click on the first link of the page corresponding to “Archive of
the complete run.” This will download the output of PowerFit
under an archive file.

10. Untar the archive.

11. Redo steps 1–10 by only changing the PDB file provided in
step 3. But give this time the other protein, 2ykr_R.pdb, as
atomic structure input.

12. Optional: For each run (and then each set of output files
extracted from the archives), open files lcc.mrc and
fit_1.pdb with Chimera. Check that the atomic structure is
well fitted within the density map file.

13. Using a terminal (or the windows command-prompt), run the
python script em_tools/centroid-from-structure.py
providing the best fit chains PDB files (fit_1.pdb) in each
run archive as unique arguments.

> python centroid-from-structure.py fit_1.pdb

Parsed file: fit_1.pdb

Corresponding centroid (x, y, z):

11.90 -2.48 75.54

> python centroid-from-structure.py fit_1.pdb

Parsed file: fit_1.pdb

Corresponding centroid (x, y, z):

17.40 5.80 58.00

14. Save the centroid coordinates for later.

3.3 Preparation

of Input Files

Each PDB provided to HADDOCK has to respect the PDB format
with proper syntax and clear chain identifiers (seeNote 3). The two
input chains for the docking run are the chains F and R of 2YKR and
are, respectively, provided in files 2ykr_F.pdb and 2ykr_R.pdb.
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The PDB file of the protein must be checked to avoid any
double occupancies or residue insertion codes. If present, these
can be removed by manual editing of the file or automatically by
using the pdb_delocc.py script provided as part of the
PDB-tools repository maintained by the HADDOCK team
(https://github.com/haddocking/pdb-tools).

The EM map obtained after the previous step of cropping can
be submitted as it is. The HADDOCK2.4 new web server processes
and converts automatically any map under MRC or CCP4 format
to XPLOR format, the latter being the only one read by CNS

Fig. 3 Screen capture of PowerFit results page after fitting of chain F of 2ykr in the masked map obtained from
EMDBid 1884
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(Crystallography and NMR System) [22], the computational
engine used by HADDOCK.

3.4 Docking Two

Subunits of the 30S

Ribosome

with the HADDOCK2.4

Web Server

For this docking, we will make use of the new HADDOCK web
server available in its beta version at (https://wenmr.science.uu.nl/
haddock2.4/). Registration is required to make use of the new
interface and can be accessed through the corresponding submenu
in the portal. Following the activation by the HADDOCK support
team, users must request GURU access to be able to use EM
restraints. This can be done in their own user profile page.

1. Open an Internet browser and go to https://wenmr.science.
uu.nl/haddock2.4/. Click on the Submit subsection. You will
find the page illustrated in Fig. 4.

2. We advise to give a name to your docking run. Be aware that no
space or special characters other than “-” or “_” are allowed.
We propose here to name the run “2ykr_em_modelling.”

3. Define the number of molecules to dock (in this case, the
default value of 2).

4. There is no precise order for the molecules, and either of the
PDB files can be provided first, but we do advise as a general
rule to provide the largest component as first molecule (see
Note 4). By default, we will use chain F as first molecule. In
the section “First molecule,” at the entry “Where is the structure
provided?” Leave option I am submitting it. Leave “Which
chain of the structure must be used?” to All (see Note 3).
Next to “PDB structure to submit,” press the Choose file but-
ton and move to the location where the tutorial data were
unpacked. Go to the pdbs/directory and select the 2ykr_F.pdb
file. Keep both Nter and Cter to False.

5. In the section “Second molecule,” at the entry “Where is the
structure provided?” Leave option I am submitting it. Leave
“Which chain of the structure must be used?” to All (see Note
3). Next to “PDB structure to submit,” press the “Choose file”
button and move to the location where the tutorial data were
unpacked. Go to the pdbs/directory and select the 2ykr_R.pdb

file. Keep both Nter and Cter to False.

6. Click “Next” and wait for the second step interface to load
(should not take more than a few seconds).

7. Leave the Molecule 1 and 2 parameters empty. Go to section
“EM restraints (optional)” and unfold it as illustrated in Fig. 5.

8. Check Use density/XREF restraints? (set to True)

9. Next to “EM map,” press the “Choose file” button and move
to the location where the tutorial data were unpacked. Go to
the em_maps/ directory and select the 1884_masked.map file
(or select the one you generated at Subheading 3.2).
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10. Set 9.8 in “Resolution of data in angstrom” field.

11. If this is not the case, check Use centroid restraints?
(set to True).

12. In “MOLECULE 1 > Centroid position in absolute coordi-
nates”, enter the coordinates you saved from Subheading 3.3
for chain A.

13. In “MOLECULE 2 > Centroid position in absolute coordi-
nates”, enter the coordinates you saved from Subheading 3.3
for chain B.

14. Click Next and wait for the third step interface to load (should
not take more than a few seconds).

Fig. 4 Illustration of HADDOCK 2.4 submission page at the Input data first step
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15. Leave default parameters and click Submit at the bottom of
the page.

16. After a few seconds, you will be redirected to a page reporting
the status of your job, a short summary of the docking input,
and a progression report. This page will be updated every 30 s
to report the progression of your job.

17. Within typically a few hours, depending on the web server load,
you will receive another email reporting the final status of your
job. If successful, a result page will be available at the link given

Fig. 5 Illustration of HADDOCK 2.4 submission page at the Input parameters second step

Cryo-EM Driven Protein Docking 157



in the email, or, if you left the status page open, the page will be
automatically loaded with a results summary. On this page, you
will find the name of your docking run as well as a link to
download it as a gzipped tar file. A link to the unique file
containing input data and parameters is again provided.

18. The results page also indicates the number of clusters created
by HADDOCK and how many structures coming from the
water steps have been clustered. In our example, 12 clusters are
created, gathering 47% of the top 200 models. For an easier
visualization of the results, only the ten best clusters based on
the average HADDOCK score of its top four models are dis-
played in the summary page. You can find information and
analyses of the last cluster in the gzipped tar file. For each
cluster, information relative to the HADDOCK score of the
top four models, the cluster size, and different statistics and
energy values are reported as we can see for cluster 1 in Fig. 6a
(see Note 5).

19. At last, an interactive representation of different CAPRI assess-
ment criteria with respect to the HADDOCK score is provided
for the ten best clusters in the “Results analysis” section. The
first three plots show the HADDOCK score versus the fraction
of common contacts (FCC—seeNote 6), the i-RMSD, and the
l-RMSD calculated using the top-ranked model as reference,
respectively (see Note 7). The last three plots show the van der
Waals, electrostatics, and AIR energy versus i-RMSD. An
example of one of the plots is shown in Fig. 6b. One can
note that the Eair values are all equal to 0 because no other

Fig. 6 Illustration of HADDOCK 2.4 results page after docking subunits F and R from 2ykr using as sole
restraints the EM map information. (a) Extract of the cluster analysis for cluster 1. (b) Snapshot of one of the
interactive plots provided in the Model Analysis section. In this plot, the HADDOCK score is plotted against the
Fraction of Native Contacts
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restraints than the EM map-derived ones have been used to
drive this docking.

20. It is possible to manually compare a reference structure with
the best models of each cluster generated by HADDOCK. The
3D structures of these models can be directly downloaded
from the results page. They are also located in the root of the
docking run you downloaded as a gzipped tar file. Their name
follows the following syntax: cluster2_1.pdb. This file is,
for instance, the best model according to its HADDOCK score
in the second cluster given by HADDOCK. The clusters are
reported on the result page in the order of their HADDOCK
score (from best to worst) (see Note 8).

You can use fitting software such as ProFit [23] to get
precise values of RMSD. PyMol is also useful since it has its
own fitting algorithm and will give you a RMSD value as well as
a visual feedback of the differences between the clustered mod-
els and the reference structure. Keep in mind that your refer-
ence structure has to be formatted in the same way that the
PDB models generated by HADDOCK. ProFit considers only
structures with an identical number of atoms. A superposition
between the best HADDOCK model and the reference struc-
ture is reported in Fig. 7.

4 Notes

1. Registration to the CSB portal is mandatory to make use of
both PowerFit and HADDOCK and can be done following

Fig. 7 Comparison of the best scoring models generated by HADDOCK, in blue
(chain F) and green (chain R), and the reference structure (PDBid 2ykr) in dark
grey. The EM map used to fit the two subunits and drive the docking run is shown
as a transparent surface
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this link: https://wenmr.science.uu.nl/register. Once the reg-
istration has been done, check your mailbox for a confirmation
link and click on this link (or copy/paste it in your web
browser) to give us the possibility to activate your account.
PowerFit and HADDOCK will only work for users logged in
with a validated account.

2. The computational time of PowerFit scales almost linearly with
the size of the system. However, using GPU resources allows to
keep a PowerFit run with default parameters under 30 min for
the largest systems. A hard limit of 200 MB for the size of the
files that can be uploaded on the server prevents too large
systems to be considered without previous trimming and/or
cleaning.

3. Defining the largest molecule as first molecule for docking can
be important for the final clustering because, in case of RMSD
clustering, the structures are first fitted on the interface resi-
dues of the first molecule and then the RMSD is calculated on
the interface residues of the second molecule. The interface
residues are defined from an analysis of contacts in the gener-
ated models (at it1 and water, respectively). Defining the larg-
est molecule first should thus result in a better fitting and
clustering. However, one should note that the default cluster-
ing method is FCC and the order of the molecules does not
impact the FCC calculation algorithm.

4. The PDB files provided to HADDOCK have to be correctly
formatted to avoid any issues during the simulation process.
There should be no overlap in residue numbering between
different chains of a PDB. One can check the proper format
of its PDB file using the pdb_format.py script provided as part
of the PDB-tools repository maintained by the HADDOCK
team (https://github.com/haddocking/pdb-tools). Missing
atoms in the PDB files are not problematic since HADDOCK
will rebuild them automatically.

5. The Z-score indicates how many standard deviations from the
average a cluster is located in terms of its HADDOCK score. So
the more negative, the better.

6. The FCC stands for fraction of common contacts and is calcu-
lated by comparing the lists of contacts at the interface between
the components of a complex for two different structures. A
contact is defined when two residues from different chains of
the complex are closer than 5 Å from each other. The FCC is
calculated as the fraction of common residue pairs shared
between the two structures.

7. All reported RMSDs are calculated with respect to the lowest
scoring model (the best model according to the HADDOCK
score). The i-l-RMSD, which is used for clustering, is calcu-
lated on the interface backbone atoms of all chains except the
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first one after fitting on the backbone atom of the interface of
the first molecule. The i-RMSD is calculated by fitting on the
backbone atoms of all the residues involved in intermolecular
contacts within a cutoff of 10 Å. The l-RMSD is obtained by
first fitting on the backbone atoms of the first molecule and
then calculating the RMSD on the backbone atoms of the
remaining chains.

8. The naming of clusters in HADDOCK is linked to their size
and not their score. This originates from the clustering soft-
ware. By definition, the largest cluster is always called cluster1,
followed by cluster2 and so on. The cluster size however does
not correlate per se with the HADDOCK score. Refer to the
result page (or open in a web browser the index.html file
provided in the tar archive) to see the cluster order based on the
HADDOCK score.
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Chapter 12

Modeling of Multimolecular Complexes

Dina Schneidman-Duhovny and Haim J. Wolfson

Abstract

Macromolecular complexes play a key role in cellular function. Predicting the structure and dynamics of
these complexes is one of the key challenges in structural biology. Docking applications have traditionally
been used to predict pairwise interactions between proteins. However, few methods exist for modeling
multi-protein assemblies. Here we present two methods, CombDock and DockStar, that can predict multi-
protein assemblies starting from subunit structural models. CombDock can assemble subunits without any
assumptions about the pairwise interactions between subunits, while DockStar relies on the interaction
graph or, alternatively, a homology model or a cryo-electron microscopy (EM) density map of the entire
complex. We demonstrate the two methods using RNA polymerase II with 12 subunits and TRiC/CCT
chaperonin with 16 subunits.

Key words Macromolecular assembly, Subunit assembly, Protein complexes, Cross-linking by mass
spectrometry, Protein-protein docking, Integer linear programming

1 Introduction

The majority of proteins function when associated in multimolecu-
lar assemblies [1]. It is estimated that a protein interacts with nine
other proteins on average [2, 3]. While there has been a significant
progress in predicting complexes of pairwise protein interactions
[4], prediction of the structures of multimolecular complexes
remains a challenge [5, 6]. Methods for predicting the structure
of symmetric oligomers have been developed previously [7–
11]. The multimolecular version of HADDOCK (see previous
chapter and [12–14]) is driven by experimental and bioinformatics
data but limits the number of subunits to six, apparently due to
computational complexity constraints. Multi-LZerD [15] builds
the multimolecular assembly applying a stochastic search driven
by a genetic algorithm. Kuzu et al. [16] construct the multimolec-
ular complex iteratively, where in each iteration the subassembly is
grown by one subunit. Experimental MS-based data is translated
into spatial restraints and integrated into the scoring function using
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the IMP platform [17]. The generation of candidate models is done
by an exhaustive Monte Carlo search of the conformational space.

We have previously developed one of the first methods for the
assembly task, CombDock [18], which formulates the multimo-
lecular complex detection task as a search for an optimally scoring
spanning tree of the assembly interaction graph. In this “assembly
interaction graph,” the vertices are the individual subunits, and the
edges represent the docking solutions (rigid transformations)
between the pairs of interacting subunits. CombDock applies a
heuristic branch and bound technique to build an optimally scoring
spanning tree, which represents the subunit interaction graph and
the spatial pose of the individual subunits. Recently, we have devel-
oped DockStar [19], a global assembly method, which requires
prior knowledge of the interaction graph and uses cross-linking
data to deduce it. The optimization of the multimolecular assembly
is formulated as an integer linear programming (ILP) task. While
CombDock is general and can be applied without any prior inter-
action knowledge, DockStar is a significantly faster alternative for
cases where the interaction graph or, alternatively, a homology
model or EM density map of the entire complex is available.

2 Materials

2.1 Software The following software packages are used in the protocols
described below:

1. CombDock: a program for multimolecular assembly based on
pairwise docking hypotheses.

2. DockStar: a program for multimolecular assembly based on
pairwise docking hypotheses to an anchor subunit or place-
ments within a homology model or EM density map scaffold.

Example files and scripts for CombDock can be down-
loaded from http://bioinfo3d.cs.tau.ac.il/CombDock/
CombDock-Download.zip.
Example files for DockStar are available at the webserver
http://bioinfo3d.cs.tau.ac.il/DockStar/help.

3 Methods

3.1 Macromolecular

Assembly

with CombDock

The input to CombDock consists of a set of protein structural
models. The goal is to predict the native complex formed by the
interactions between the proteins. The algorithm consists of three
main steps [18]. In the first step, pairwise docking is applied on
each pair of input structures to generate a set of docked configura-
tions. In the second step, combinatorial optimization is used to
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combine different subsets of the configurations from pairwise
docking to generate consistent clash-free complex models. In the
third step, the generated complexes are scored and clustered in
order to discard redundant models.

Optionally, CombDock supports distance constraints and
restraints. Constraints require that all the output models satisfy
the constrained distances, while restraints only require satisfaction
of a fraction of distances. For example, constraints can be used to
enforce sequence connectivity by specifying limits on distances
between consecutive domains of the same protein. Restraints are
useful for information coming from cross-linking mass spectrome-
try datasets or coevolutionary variation, where false positives are
possible. Based on the dataset quality, the user can specify which
fraction of the restraints has to be satisfied in the output models.

3.1.1 Inputs The input to CombDock is three or more subunit structure files in
the PDB format and transformations (three rotational and three
translational parameters) between pairs of subunits generated by a
suitable protein-protein docking software (Subheading 3.1.2). In
principle, transformations between all pairs of input subunits
should be given. However, it is possible to provide a transformation
list only for pairs that are known to be in contact. For example,
based on the cross-link dataset, CombDock can assemble the com-
plex based on pairs with cross-links between them only, as long as
there are enough cross-links to connect all the subunits.

Here we run CombDock on RNA polymerase II subunits with
cross-linking data [20, 21]. RNA polymerase II is a eukaryotic
complex that catalyzes DNA transcription to synthesize mRNA
strands. Eukaryotic RNA polymerase II contains 12 subunits,
Rpb1 to Rpb12. Rpb1 and Rpb2 are the largest subunits that
cover over half of the complex with 1733 and 1224 residues,
respectively. We have divided these two proteins into domain sub-
units, since in real-life scenario we are unlikely to have the structure
of the whole protein chain for such long proteins. Rpb1 was divided
into five subunits and Rpb2 was divided into four subunits
(Fig. 1a). We also used Rpb3, Rpb10, and Rpb11 as additional
subunits (Fig. 1a). Together, these 12 subunits contain 83% of the
RNA polymerase II core. Subunits Rpb4–9 and Rpb12 were
excluded due to the lack of cross-links that can connect them to
the core.

To run CombDock, we prepare a file with a list of PDB files of
the subunits (SU.list):

1wcmA_1_342.pdb

1wcmA_347_661.pdb

1wcmA_665_873.pdb

1wcmA_879_1057.pdb
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Fig. 1 Assembly of RNA polymerase II. (a) Input subunits: Rbp1 and Rpdb2 domains are in blue and green
colors, respectively; Rpb3, Rpb10, and Rpb11 are in red, yellow, and purple, respectively. (b) Interaction
network is based on cross-linking data; the width of the edge is based on the number of cross-links. (c)
Assembly with best RMSD (4.3 Å, same subunit colors) vs. crystal structure (gray). (d) Assembly with best
RMSD in the spacefill view. (e) Cross-links mapped on the assembly with best RMSD. The cross-links with
Cα–Cα distance below 25 Å are depicted in blue; red indicates longer distances



1wcmA_879_1057.pdb

1wcmA_1061_1378.pdb

1wcmB_1_497.pdb

1wcmB_502_760.pdb

1wcmB_763_1102.pdb

1wcmB_1104_1224.pdb

1wcmC.pdb

1wcmJ.pdb

1wcmK.pdb

We also prepare cross-linking file (dist_restraints) in the follow-
ing format:

ResId1 Chain1 ResId2 Chain2 min_dist max_dist

1057 B 199 C 0 30

1092 A 830 A 0 30

where ResId and Chain correspond to cross-linked residue
number and chain identifiers. In addition, the user needs to specify
minimal and maximal distance thresholds for the cross-link. Here
we use 0 and 30 Å for standard cross-linker length (BS3 and DSS).
In total, there were ~65 inter-subunit cross-links for the 12 input
subunits in the two cross-linking datasets (Fig. 1b).

3.1.2 All Pairs Docking

with PatchDock

In principle, input transformations can be generated using any
protein-protein docking algorithm. Here we used PatchDock
[22] to generate the pairs of docked configurations (http://
bioinfo3d.cs.tau.ac.il/PatchDock/). PatchDock is an efficient
rigid docking method that maximizes geometric shape comple-
mentarity. Protein flexibility is accounted for by a geometric shape
complementarity scoring function, which allows only a small
amount of steric clashes at the interface. A typical docking run
will take several minutes on a single CPU, enabling rapid genera-
tion of all pairwise candidate docking configurations for the input
subunits. PatchDock can use the cross-links already in the pairwise
docking stage, producing more relevant transformations for
CombDock. To run PatchDock on a pair of proteins, we generate
a parameter file and run it as follows:

> buildParamsXlinks.pl subunit1PDBfile subunit2PDBfile

> patch_dock.Linux params.txt docking.res

where params.txt is the generated parameter file by buildPar-
amsXlinks.pl and docking.res is the output file. In addition, Patch-
Dock produces best.res file, where it outputs transformations for
models with highest ratio of satisfied restraints.
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It is possible to run PatchDock in parallel for all the relevant
pairs on multiple cores or on a cluster. Once pairwise docking is
done, we prepare transformation files in the following format by
selecting the relevant columns in the best.res file:

# score rmsd transformation

1 2141 57.03 0.97134 -0.65503 -3.07278 220.67010 143.81566 57.82494

2 2050 58.70 1.15360 -0.56251 -3.11197 239.22656 142.45685 38.92773

3 2031 62.68 -1.03373 0.01782 -1.84279 196.96078 195.85928 24.61943

where the columns are the transformation number, geometric
shape complementarity score, rmsd relative to starting orientation
(used for validation only), and transformation represented by three
rotational and three translational parameters (see Note 1). The
transformation files should be named according to the subunit
PDB filenames. For example, transformations between
1wcmA_1_342.pdb and 1wcmC.pdb will be in the file
best_1wcmA_1_342_plus_1wcmC.

3.1.3 Running

CombDock

To run CombDock on the subunit file SU.list with cross-links in
the dist_restraints file and transformation files in the results folder,
simply type:

> CombDock.Linux SU.list results/best_ 1000 1000 dist_res-

traints –r 0.5

where SU.list is the file with subunit names, results/best_ is the
prefix of the transformation files, the first 1000 is the maximal
number of transformations to read for each pair from the transfor-
mation file, the second 1000 is the number of subcomplexes to
store at each assembly stage, dist_restraints is the file with distance
restraints, and 0.5 is the required minimal ratio of satisfied
restraints. The transformation numbers significantly affect the run-
time of the program. Therefore, it is recommended to run Comb-
Dock with 100 input transformations first, followed by increasing it
to 1000 transformations to get better sampling. Assembly of the
12 subunits of RNA polymerase II with the parameters above took
~4 days on the node with 42 cores. CombDock will automatically
define distance constraints to enforce sequence connectivity
between consecutive domains that are given as separate subunits
(see Note 2).

3.1.4 CombDock Output The results of the assembly are given in the combdock.res file,
where each line corresponds to one possible solution. The clustered
solutions are given in the clustered.res file. The second column is
the size of the cluster. We recommend sorting the results by cluster
size, as larger clusters indicate there were multiple assembly com-
binations leading to similar solutions. To produce PDB files
corresponding to the assembled model type:
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> sort -nrk2 clusters.res > clusters_sorted.res

> prepareComplex.pl SU.list clusters_sorted.res 1 10

This will produce PDB files for the first ten models from the
clusters_sorted.res file.

In our assembly results for RNA polymerase II, the model
closest to the crystal structure had an RMSD of 4.3 Å (Fig. 1c,
d). It had all but three cross-links satisfied (Fig. 1e). Other top
scoring models were also close to crystal structure with RMSD in
the range of 13–16 Å.

3.2 Macromolecular

Assembly

with DockStar

The input to DockStar is the set of protein structural models
participating in the multimolecular complex. Each of the individual
structures has a set of candidate poses (rotations and translations in
the 3D space) associated with it. If available, the input also includes
information on maximal and minimal distances, between specified
amino acids on different subunits and the interaction graph of the
entire assembly. The goal of the algorithm is to predict the full
(or partial) structure of the entire complex by selecting at most a
single pose for each structural unit, such that the resulting complex
has optimal fitting score between the participating subunits. First,
for each pair of poses belonging to interacting subunits, a binding
score is calculated based on the number of satisfied cross-link
restraints and knowledge-based binding interface potential. Then,
a globally optimal solution for the entire complex is calculated by
formulating the global binding score optimization as an ILP task.
In such a solution, each subunit is either assigned a pose or does not
appear in the resulting complex (“missing” subunit). The algo-
rithm is tuned to produce a ranked set of K user-requested highest
scoring solutions for the entire complex.

In the case when the input pose generation is based on the
“star” method (see Subheading 3.2.2), the ILP stage solves only
star-shaped subcomplexes of the entire complex. In such a case, the
interaction graph of the whole complex is partitioned into such
(overlapping) subcomplexes with star-shaped spanning trees, and
the top scoring solutions for these subcomplexes are merged to
detect global solutions of the entire complex.

For details of the algorithm, the reader is referred to [19].

3.2.1 Inputs The DockStar server http://bioinfo3d.cs.tau.ac.il/DockStar/
requires as input the PDB files of the individual subunits participat-
ing in the assembly as well as a set of candidate poses (3D Euclidean
transformations) associated with each subunit. In addition, a
restraints file indicating maximal and minimal distances between
pairs of residues of participating subunits can be uploaded. The
restraints file is optional. The user should indicate the number of
ranked global solutions that he/she is interested to receive and also
check a box, if he/she is interested in, the so-called partial results.
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The latter option takes into account that the submitted candidate
poses (transformations) file might not include a near-native pose or,
even worse, that the submitted subunit model is incorrect. Thus,
the algorithm in its “partial results” option returns an optimally
scoring solution that might not include all the submitted subunits
of the assembly. For details, see [19].

3.2.2 Input Pose

Generation

DockStar accepts candidate input poses of the individual subunits
regardless of the methods these poses have been generated, as long
as they adhere to the technical input requirements. Each subunit
will typically have tens or even hundreds of candidate poses. Each
pose is represented by a seven-dimensional vector, where the first
entry is the number of the pose in the list, entries 2–4 represent the
rotation in radians, and entries 5–7 represent the translation in
Angstroms (see Note 1). Nevertheless, in order to be mathemati-
cally sound, the candidate input poses should be consistent with
each other, namely, generated with regard to the same 3D Carte-
sian reference frame. In [19] two key experimentally sound scenar-
ios have been suggested to ensure that the candidate poses have
been generated in the same reference frame. The first scenario
assumes that a homology model of the full protein complex is
available and the candidate poses are generated by candidate struc-
tural alignments of the different subunits to this homolog complex.
These alignments can be executed, e.g., by DALI (see Chapter 3 in
this book) or MultiProt [23]. A similar scenario applies when a
cryo-EM map of the full complex is available and the candidate
poses are generated by fitting the various subunits into the cryo-
EM map of the complex.

The second scenario assumes knowledge of the complex inter-
action graph. In this case, one subunit, preferably the one with the
maximal number of neighbors in the interaction graph, is chosen as
an anchor and its neighbors are docked to it, resulting in candidate
poses for a star-shaped complex, with the anchor subunit at the
center of the star. In [19] this pairwise docking of the anchor to its
neighbors is done by first applying PatchDock [22] (http://
bioinfo3d.cs.tau.ac.il/PatchDock/) and then rescoring and refin-
ing the 1000 top-ranked PatchDock poses by FiberDock [24]
(http://bioinfo3d.cs.tau.ac.il/FiberDock/) to choose a predefined
number of top poses for each subunit vis-à-vis the anchor. In this
scenario, the anchor subunit should be represented by a single pose
with the all-zero transformation, namely, 1 0 0 0 0 0 0.

In the case the interaction graph of the complex is not star-
shaped, it is divided into overlapping star-shaped subcomplexes,
each of which is solved separately. Then top solutions of subcom-
plexes that share a subunit are merged with the shared subunit as a
new anchor. All the poses in the merged subcomplex are recalcu-
lated vis-à-vis the reference frame of the new shared anchor. The
merge step is handled by http://bioinfo3d.cs.tau.ac.il/DockStar/
merge_solutions.
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3.2.3 Running DockStar The DockStar server allows upload of the individual subunits with
their associated poses/transformations files one by one, or together
as a zipped file.

If available, the cross-link-induced experimental restraints are
included in a special restraints file, which includes a line for each
restraint specifying the subunit, chain, and identity of each of the
cross-linked residues, as well the minimum and maximum distance
between their C-alpha centers. Obviously, similar distance restraints
obtained by other experimental methods can be incorporated in
this file, as well. The technical details of the exact submission format
are outlined on the server page as well as in its “help” section
http://bioinfo3d.cs.tau.ac.il/DockStar/help.

3.2.4 DockStar Output The output is a ranked list of the top-requested solutions. Each line
of the output includes the rank of the solution, the score it has
received, the number of fulfilled distance restraints, and the file of
the assembled complex in PDB format. The score is a combined
score, which takes into account the number of satisfied restraints as
well as a statistical pairwise atomic potential (see [19]).

3.2.5 The TRiC/CCT

Example

We shall demonstrate howDockStar has been applied for the task of
detecting the assembly order of the subunits of the TRiC/CCT
chaperonin [25], as this is an efficient and somewhat less intuitive
exploitation of the homology model scenario. The eukaryotic
TRic/CCT chaperonin is composed of two octameric rings,
where there are eight different subunits, each appearing once in
one of the rings. Although the individual subunits in each ring are
different, they exhibit about 30% of sequence identity and are
structurally almost indistinguishable in lower resolution cryo-EM
maps. To resolve this issue [26, 27], collected cross-link data and
applied time-consuming combinatorial methods to detect the cor-
rect order of the subunits. By using DockStar, the correct order of
the subunits can be detected in about 10–15 min of CPU time by
the following sequence of steps:

1. Model the individual subunits according to a template subunit
from a known homologous complex [28] which has 30–40%
sequence homology with the individual target subunits.

2. Treat the place of each subunit in the homolog complex as a
“placeholder,” and align each of the eight subunits from step 1
in that place. Each such alignment provides a “pose/transfor-
mation” as a DockStar input. Do it for both rings.

3. Use DockStar with the distance restraints imposed by the
interunit cross-links on both rings to resolve the correct per-
mutations of the subunits in both rings (see the details in [19]
and its supplementary material therein).

Modeling of Multimolecular Complexes 171

http://bioinfo3d.cs.tau.ac.il/DockStar/help


4 Conclusions

The two methods presented here address the challenging task of
multi-subunit complex assembly. With the advance of cryo-EM and
cross-linking mass spectrometry, we expect the methods will be
highly relevant in structure modeling applications. The two appli-
cations presented here, RNA polymerase II and TRiC/CCT cha-
peronin, showcase the applicability of the methods in different
scenarios. Both methods are available from http://bioinfo3d.cs.
tau.ac.il/.

5 Notes

1. The input transformations to CombDock and DockStar are
represented by six parameters: three rotation parameters
around x, y, and z axes (in this order) in radians and three
translation parameters in Angstroms.

2. For correct mapping of distance restraints and constraints onto
your input subunits, it is important to provide input PDB files
with consistent numbering of residues and a unique chain
identifier for each protein. If protein domains are divided into
more than one input subunit, they should have the same chain
identifier. In this case, both PatchDock and CombDock will
automatically add a distance constraint to enforce chain
connectivity.
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Chapter 13

Biological Assembly Comparison with VAST+

Thomas Madej, Aron Marchler-Bauer, Christopher Lanczycki,
Dachuan Zhang, and Stephen H. Bryant

Abstract

The VAST+ algorithm is an efficient, simple, and elegant solution to the problem of comparing the atomic
structures of biological assemblies. Given two protein assemblies, it takes as input all the pairwise structural
alignments of the component proteins. It then clusters the rotation matrices from the pairwise super-
positions, with the clusters corresponding to subsets of the two assemblies that may be aligned and well
superposed. It uses the Vector Alignment Search Tool (VAST) protein–protein comparison method for the
input structural alignments, but other methods could be used, as well. From a chosen cluster, an “original”
alignment for the assembly may be defined by simply combining the relevant input alignments. However, it
is often useful to reduce/trim the original alignment, using a Monte Carlo refinement algorithm, which
allows biologically relevant conformational differences to be more readily detected and observed. The
method is easily extended to include RNA or DNA molecules. VAST+ results may be accessed via the URL
https://www.ncbi.nlm.nih.gov/Structure, then entering a PDB accession or terms in the search box, and
using the link [VAST+] in the upper right corner of the Structure Summary page.

Key words Protein complex, Molecular assembly, Structure comparison, Structure alignment,
Secondary structure element

1 Introduction

Quite some years ago, in the earlier days of structural bioinformat-
ics, among the hot topics were the prediction of protein three-
dimensional (3D) structure, exploration of the protein fold uni-
verse, and understanding the molecular evolution of proteins. For
all these studies, the recognition of distant homologues or analo-
gous folds via protein-to-protein structural similarity is necessary.
Efficient and useful protein-to-protein structure comparison meth-
ods were developed, such as DALI, SSAP, Vector Alignment Search
Tool (VAST), CE, MATRAS, TM-align, and others [1–6]. Of
course, it was also clear that the comparison of biological assemblies
of proteins (and including other molecule types) to one another is
important, although the range of complexity of available biological
assemblies was limited in the early days of the Protein Data Bank
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(PDB). Comparison of assemblies is necessary for the study of
molecular interactions and interfaces in atomic-level detail. Good
computing performance is highly desirable, as the public structure
database PDB right now contains nearly 150,000 structures and
continues to grow.

Although it may seem that the comparison of biological molec-
ular assemblies is not much more complicated than the comparison
of two molecules, there is an extra degree of complexity introduced
because assemblies can be very large, including several thousand or
more residues/nucleotides, much larger than size of typical pro-
tein–protein comparisons. The fact that the molecules cannot be
ordered in any canonical way is another complication. The
MM-align algorithm (MultiMer-align [7]) solves these problems
by using dynamic programming to achieve good performance and
handles the comparison of assemblies by essentially comparing
many pairs of large individual “artificial” molecules. The ordering
problem is taken care of by considering every possible order of the
protein chains, which results in many large individual and “artifi-
cial” proteins. The SCPC (Structural Comparison of Protein Com-
plexes [8]) method detects similarities between substructures using
secondary structure elements (SSEs). The individual protein chains
are compared, using the SSE decompositions. This gives a collec-
tion of similar pairs, which are then further agglomerated into
larger similar substructures, using a scoring function that cross-
checks SSE positions across the constituent pairs. There is also 3D
Complex, which represents assemblies by graphs and uses a graph
matching algorithm to assess similarity between assemblies [9],
producing a hierarchical classification of complexes.

In this chapter, we describe VAST+, a biological assembly
comparison algorithm [10] that uses our original VAST [3] pro-
tein–protein comparison method. As will be apparent, there is no
strict dependence on the VAST algorithm per se; any other
pairwise-molecule structure comparison method could be used to
provide the needed input to the VAST+ program. Besides the
identification of similarities between biological assemblies, we
have also made an effort to detect and emphasize meaningful dis-
similarities, as described in the methods section about “refined
alignment.” By considering dissimilarities between assemblies,
one can more easily visualize state transitions and important con-
formational changes. In general, there will be many dissimilarities
between assemblies that differ in many details, and automatically
detecting and annotating those that may be biologically significant
is a major challenge.
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2 Methods

2.1 Clustering by

Rotation Matrix

Distance

Here is the intuition behind the method. In Fig. 1, there are two
“assemblies,” ABC (blue) and a similar copy ABC (red). If we do a
superposition of the A’s only, then we translate the center of mass
(centroid) of the red-A to the centroid of the blue-A and rotate, R1.
The amount of rotation is given by the angle between two lines:
one line is determined by the centroid of the blue-A and the
centroid of the blue assembly, c1; the other line goes through the
centroid of the red-A and the centroid of the red assembly, c2.

To superpose the two assemblies, i.e., red-ABC and blue-ABC
simultaneously, we translate c2 to c1 and then rotate (R2); again,
the degree of rotation is determined by the angle between the
translated lines. A translation does not change the angle between
lines, and therefore we see that R1 must be equal to R2.

Of course, this is harder to visualize in 3D, but the same
argument applies. The three superpositions of red-A and blue-A,
red-B and blue-B, and red-C and blue-C represent the comparisons
between single protein chains. The superposition of red-ABC to
blue-ABC corresponds to the comparison of two molecular
assemblies.

There is only one problem that arises, which is shown in Fig. 2.
In this situation, we see that the rotation matrix for the A’s, after
translation, is the identity matrix and likewise for the B’s. But the
“interface” between A and B in the two assemblies is different! To
handle this inconvenience, we simply introduce another numerical
restriction, the “orientation check.” Namely, in order to cluster rot
(A, A0) and rot(B, B0) together, not only do we require that the
Euclidean distance between rot(A, A0) and rot(B, B0) be small
enough, but also the vector from the centroid of A to the centroid
of B needs to be in roughly the same direction as the corresponding

Fig. 1 The angle between the lines gives the rotation required to superpose both
the red-A and blue-A and also the entire “assemblies” red-ABC and blue-ABC
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vector between A0 and B0, after the translation and rotation. In the
example in Fig. 2, these vectors point in opposite directions.

To determine a reasonable clustering threshold, we took ran-
dom pairs of arbitrarily chosen rotation matrices obtained from
structure comparisons and calculated the Euclidean distance
between them. The mean distance was about 2.4, and only about
1.7% of the pairs had a distance less than 1.0. We chose 1.0 as a
threshold; this is the simple Euclidean distance in nine dimensions
and there are no units.

In outline, the algorithm is thus as follows. Given two protein
assemblies to compare, first compute all pairwise structural align-
ments between the component protein chains. For each pair of
similar proteins, there is a rotation matrix for the superposition.
The rotation matrices for the pairs are also going to include, with
minor deviations, the rotations that superpose entire similar sub-
assemblies, by the preceding argument. Cluster the rotation matri-
ces using complete-linkage clustering, with Euclidean distance
between the matrices (i.e., distance <1.0), and using the “orienta-
tion check.” The resulting clusters correspond to mappings
between protein chains in one assembly and protein chains in the
other assembly. An overall alignment for the assemblies can be
obtained by simply combining the pairwise structural alignments
that we started with for the component chains. In the next section,
we will refer to this as an “original alignment” of the assemblies. We
can get a superposition of the assemblies via the original alignment.
Each of the clusters gives a different alignment; from among these
various possibilities, choose one according to whatever desirable
criteria. It makes the most sense to consider the clusters with the
most protein chains aligned (i.e., the largest clusters), and then
further select among these, e.g., by largest total number of residues
aligned or smallest root mean square deviation (RMSD; all RMSDs
referred to are superposition RMSDs, i.e., obtained after optimal
3D superposition).

Consider the case of comparing two hemoglobin tetramers.
Each has four chains, ABCD and A0B0C0D0. The chains are all
pairwise comparable, so there are rotation matrices rot(A, A0), rot
(A, B0), rot(A, C0), etc., which are 16 in all. After the clustering, we
get four clusters of size 4, and these correspond exactly to all the

Fig. 2 The rotations to superpose red-A with blue-A and red-B with blue-B are
both the identity rotation, but red-AB and blue-AB cannot be superposed
together because of a difference in orientation

178 Thomas Madej et al.



possible alignments of the tetramers. Some of these will map the
alpha chains to alpha and beta to beta, and some will map alpha to
beta and beta to alpha. The ones mapping alpha to alpha and beta
to beta will have slightly larger alignments with a better RMSD, and
one will be chosen as the representative assembly alignment,
correctly.

If two biological assemblies include nucleotide chains, with
structural alignments computed between them, then there is no
problem in applying the rotation matrix clustering to include the
alignments between the nucleotide chains. Thus, the method is
easily extended to more complicated molecular assemblies such as
ribosomes.

Figure 3 displays the number of similar assemblies in the VAST+
database, in terms of dimer-dimer, trimer-trimer, etc., on up
through 24-mer to 24-mer similarities.

2.2 Refined

Alignment

As you can guess, the assembly superposition obtained by using the
pairwise alignments/superpositions of the component molecules,
i.e., the “original” alignment, amounts to an average superposition.
In many, or even most, cases, this is satisfactory, e.g., for closely
related structures, the RMSD of the assembly superposition may be
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Fig. 3 Counts of similar assemblies in the VAST+ database. The x-axis contains
the number of molecules in the complexes from dimers to 24-mers. The y-axis is
on a logarithmic scale, because the dimer-dimer, trimer-trimer, and tetramer-
tetramer counts are so dominant
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1.0 Å or less, which is better than the resolution of almost all
structures in the database. However, in some cases, the average
superposition obscures our understanding of the assembly similar-
ity. This will be apparent in the examples given below.

The purpose of the “refined alignment” algorithm is to process
the original alignment by trimming it, in order to more easily view
any biologically relevant differences between the assemblies. The
trimmed pieces, which deviate from a “common core” of the two
assemblies, are the positions where the conformations differ to a
greater degree. Here is a brief description of the refined alignment
algorithm. We formulate it as an optimization problem, where the
scoring function is

f ðSÞ ¼ N � E

Here S is the set of atoms (C-alphas, really paired/aligned atoms)
that are included in the current alignment. The current alignment is
a subset of the original alignment. Then N is simply the size of S,
and E is the error term. We define the error term E as a sum of
indexed error terms E(i, j):

E ¼
X

Sð Þ E i, jð Þ
The “∑(S)” means “sum over all positions i, j in S,” and
E(i, j) ¼ Δ(i, j) � T + 1 if Δ(i, j) > T, where T is the tolerance.
The deltas are given by

Δði, jÞ ¼ jdði, jÞ � dði0, j 0Þj
where d(i, j) ¼ (Euclidean) distance between atoms i and j in
structure 1, d(i 0, j 0) ¼ distance between i 0 and j 0 in structure
2, and i is aligned with i 0, j with j 0. The deltas are measuring the
difference in distance between equivalent pairs of positions in the
two structures. It works well to choose the tolerance T to be the
RMSD of the original alignment/superposition. If we have a cur-
rent alignment S and add a residue position to it, then N will
increase by 1, but the error term E will also increase, depending
on howmany deltas associated with the position are bigger than the
original RMSD and also by how much. We can see that there is
going to be a tendency to shrink the original alignment by remov-
ing “erroneous” residues.

The scoring function f (S)¼N� E is like those appearing in the
classical, hard optimization problems. When trying to maximize it,
there is a tension between choosing atoms to add to S to increase
N and choosing to increase the error term, E. If we set the error
term, E(i, j) ¼ infinity whenever Δ(i, j) > T, then the problem
amounts to finding a maximum independent set (MIS) on a type of
graph embedded in three dimensions. The MIS on general graphs
is a classical NP-complete problem, and there is no known efficient
algorithm to solve it. It is not at all obvious if the MIS for general
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graphs can be transformed to the problem involving our special
class of graphs, so it is unclear whether our problem is NP-complete
or not. Nonetheless, a reasonable approach to solving our problem
is to use a heuristic. We use a Monte Carlo-type algorithm, a Gibbs
sampler. To further simplify the problem, we distinguish the SSEs
belonging to the structures. Conveniently, VAST computes the
protein-to-protein alignments using SSEs. Corresponding to each
aligned SSE, there is a contiguous segment associated with it, in
each of the two structures, which may extend past the endpoints of
the SSE and into adjacent loop regions. A “move” in the MC
algorithm consists of replacing a segment by a different one.
When we replace a segment in one structure, we also replace the
corresponding segment in the other structure, so that the replace-
ment is consistent with the original alignment. Notice that we can
delete a segment simply by replacing it with the empty segment.
The error term for replacing a segment is simply the sum of the
error terms for the positions that are added, minus the sum of the
error terms for the positions removed. Then the Gibbs sampler
proceeds in the standard way: choose a segment at random, calcu-
late the scores for all the possible replacements of that segment,
assign each possible replacement the Boltzmann weight, and then
choose the replacement segment probabilistically according to the
weights [11].

3 Examples

An excellent example is provided by comparison between the R
(relaxed) and T (tense) states of aspartate transcarbamoylase, e.g.,
PDB structures 4kh1 and 1rae. 4kh1 is the R-state structure of an
ATCase from E. coli [12], whereas 1rae is a T-state CTP-ligated
ATCase also from E. coli [13]. The ATCase assembly consists of two
catalytic trimers and three regulatory dimers, for a total of 12 pro-
tein chains [14]. Comparing the individual protein chains pairwise,
between the 4kh1 and 1rae structures, we see that the pairs with
similar folds align very well and superpose with excellent RMSDs of
under 1.5 Å.

By clustering the rotation matrices and simply combining all
the alignments of the 12 component protein chains, we get an
original alignment of the entire assembly involving 2613 residues
with a 5.4 Å RMSD. Structure 3D graphical viewers such as iCn3D
https://github.com/ncbi/icn3d may have an “alternate structure”
feature to flip between the structures in the superposed state. When
viewed in iCn3D at a good angle, by flipping between the struc-
tures, the relative motion of the more rigid halves of the assemblies
is readily seen.

However, the refined alignment makes the differences between
the T- and R-states even more apparent. For example, in hand,
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4kh1 and 1rae, the refined alignment has 1113 aligned residues at a
RMSD of 2.3 Å. The most striking difference between the T-state
and the R-state structures is an expansion of about 11 Å along the
threefold axis [14]. The refined alignment redefines the superposi-
tion relative to one of the catalytic trimers and includes only six
chains, namely, a catalytic trimer and one chain from each of the
three regulatory dimers. This helps to make the large-scale differ-
ence between the T- and R-states more obvious (see Fig. 4). When
displayed using the iCn3D graphical viewer, alternating the struc-
tures with the “a” key now shows the lower part moving vertically
relative to the fixed upper part. See Fig. 5 for an overview of how to
access the VAST+ webserver using this particular example.

The refinement algorithm can also detect much finer-grained
conformational differences. The hemagglutinin influenza virus
example involves PDB structures 3sdy and 1mqm. The 3sdy struc-
ture is a broadly neutralizing antibody bound to the influenza AH3
hemagglutinin [15]. The 1mqm structure is the hemagglutinin for
a potential avian progenitor of the 1968 Hong Kong pandemic
influenza virus [16]. All of the protein-to-protein superpositions
between the hemagglutinin molecules are excellent, complete chain
alignments at under 1.0 Å RMSD. When we combine all these to
get our original alignment, we have 1470 residues aligned with an

Fig. 4 Refined alignment/superposition of aspartate transcarbamoylase T- and
R-state structures (PDB accessions 1rae and 4kh1). The red part displays the
six-chain subcomponents that are superposed, which includes one catalytic
trimer and one chain from each of the three regulatory dimers
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Fig. 5 From the “VAST+ Similar Structures” webpage, one can enter the PDB accession for a structure of
interest (topmost red circle). This goes to the main VAST+ page, which will present a list of similar assemblies
in the bottom panel. There is a search box which can be used to filter the results using simple search terms,
e.g., keywords appearing in the titles or taxonomy. In this example, we are specifically interested in the PDB
accession 1rae and so enter it in the search box (middle red circle). When we expand the entry for that result,
we see the list of protein chains from each structure (4kh1 and 1rae), and the ones that correspond in the
precomputed superposition are highlighted in the same color. An interactive graphical view can be obtained by
launching the iCn3D viewer (bottom red circle)
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excellent 1.5 Å RMSD. The refined alignment is trimmed to
865 residues at 0.6 Å RMSD. As in the aspartate transcarbamoylase
example, we see that regions involving larger-scale movements
become unaligned, i.e., are trimmed (see Fig. 6). Again in Fig. 6,
the red parts are the aligned and superposed refined alignment, and
the white parts are unaligned in the refinement. The head of the
hemagglutinin assembly, which is that part which opens upon
membrane fusion with the cell the virus is trying to infect, is not
included in the refined alignment because there is a conformational
difference. Note that the white chain traces at the top and right-
hand side, and in the background, are the antibodies in the 3sdy
structure, which are not present in 1mqm and hence not included
in the original alignment. However, besides the change at the head
of the hemagglutinins, finer-grained details are also detected, such
as the three B-loops. The B-loops change conformation in order to
deliver the fusion peptide [15]. This is a good example, where the
protein-to-protein alignments are excellent and align complete
chains, but by comparing the assemblies and using the refinement
method, we can detect subtle but important dissimilarities that are
biologically relevant.

Fig. 6 Refined alignment of influenza virus hemagglutinin assemblies; PDB
accessions 3sdy and 1mqm. One of the B-loops is highlighted in green. The
head and B-loop annotations were added manually
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4 Summary

The VAST+ algorithm is an efficient, simple, and elegant solution
to the problem of comparing the atomic structures of biological
assemblies. It uses the VAST protein–protein comparison method
for the underlying structural alignments, but other methods could
be used, as well. The original VAST was designed to detect similar-
ity between protein folds and was not very concerned with subtle
differences in the structures. By using VAST+ and comparing entire
biological assemblies, we can automatically detect important and
subtle biologically relevant differences in the structures. Moreover,
as examples like the influenza hemagglutinin show, it is only by
comparing entire assemblies that we can detect and clarify relation-
ships between the structures.

Acknowledgments

This research was supported by the Intramural Research Program
of the NIH, National Library of Medicine at National Institutes of
Health/DHHS. Funding for open access charge: Intramural
Research Program of the National Library of Medicine, National
Institutes of Health.

References

1. Holm L, Sander C (1993) Protein structure
comparison by alignment of distance matrices.
J Mol Biol 233(1):123–138

2. Orengo CA, Taylor WR (1996) SSAP: sequen-
tial structure alignment program for protein
structure comparison. Methods Enzymol
266:617–635

3. Gibrat JF, Madej T, Bryant SH (1996)
Surprising similarities in structure comparison.
Curr Opin Struct Biol 6(3):377–385

4. Shindyalov IN, Bourne PE (1998) Protein
structure alignment by incremental combina-
torial extension (CE) of the optimal path. Pro-
tein Eng 11(9):739–747

5. Kawabata T, Nishikawa K (2000) Protein
structure comparison using the Markov transi-
tion model of evolution. Proteins 41
(1):108–122

6. Zhang Y, Skolnick J (2005) TM-align: a pro-
tein structure alignment algorithm based on
the TM-score. Nucleic Acids Res 33
(7):2302–2309

7. Mukherjee S, Zhang Y (2009) MM-align: a
quick algorithm for aligning multiple-chain
protein complex structures using iterative

dynamic programming. Nucleic Acids Res 37
(11):e83

8. Koike R, Ota M (2012) SCPC: a method to
structurally compare protein complexes. Bioin-
formatics 28(3):324–330

9. Levy ED, Pereira-Leal JB, Chothia C, Teich-
mann SA (2006) 3D complex: a structural clas-
sification of protein complexes. PLoS Comput
Biol 2(11):e155

10. Madej T, Lanczycki CJ, Zhang D, Thiessen PA,
Geer RC, Marchler-Bauer A, Bryant SH
(2014) MMDB and VAST+: tracking struc-
tural similarities between macromolecular
complexes. Nucleic Acids Res 42(Database
issue):D297–D303

11. Tanner MA (1998) Tools for statistical infer-
ence: methods for the exploration of posterior
distributions and likelihood functions,
Springer series in statistics. Springer-Verlag,
New York

12. Cockrell GM, Zheng Y, Guo W, Peterson AW,
Truong JK, Kantrowitz ER (2013) New para-
digm for allosteric regulation of Escherichia
coli aspartate transcarbamoylase. Biochemistry
52(45):8036–8047

Biological Assembly Comparison with VAST+ 185



13. Kosman RP, Gouaux JE, Lipscomb WN
(1993) Crystal structure of CTP-ligated T
state aspartate transcarbamoylase at 2.5 A reso-
lution: implications for ATCase mutants and
the mechanism of negative cooperativity. Pro-
teins 15(2):147–176

14. Lipscomb WN, Kantrowitz ER (2012) Struc-
ture and mechanisms of Escherichia coli aspar-
tate transcarbamoylase. Acc Chem Res 45
(3):444–453

15. Ekiert DC, Friesen RH, Bhabha G, Kwaks T,
Jongeneelen M, Yu W, Ophorst C, Cox CF,

Korse HJ, Brandenburg B, Vogels R, Brake-
nhoff JP, Kompier R, Koldijk MH, Cornelissen
LA, Poon LL, Peiris M, Koudstaal W, Wilson
IA, Goudsmit J (2011) A highly conserved
neutralizing epitope on group 2 influenza A
viruses. Science 333(6044):843–850

16. Ha Y, Stevens DJ, Skehel JJ, Wiley DC (2003)
X-ray structure of the hemagglutinin of a
potential H3 avian progenitor of the 1968
Hong Kong pandemic influenza virus. Virol-
ogy 309(2):209–218

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International
License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution
and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative Commons license,
unless indicated otherwise in a credit line to the material. If material is not included in the chapter’s Creative
Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use,
you will need to obtain permission directly from the copyright holder.

186 Thomas Madej et al.

http://creativecommons.org/licenses/by/4.0/


Chapter 14

BioMagResBank (BMRB) as a Resource for Structural
Biology

Pedro R. Romero, Naohiro Kobayashi, Jonathan R. Wedell,
Kumaran Baskaran, Takeshi Iwata, Masashi Yokochi, Dimitri Maziuk,
Hongyang Yao, Toshimichi Fujiwara, Genji Kurusu, Eldon L. Ulrich,
Jeffrey C. Hoch, and John L. Markley

Abstract

The Biological Magnetic Resonance Data Bank (BioMagResBank or BMRB), founded in 1988, serves as
the archive for data generated by nuclear magnetic resonance (NMR) spectroscopy of biological systems.
NMR spectroscopy is unique among biophysical approaches in its ability to provide a broad range of atomic
and higher-level information relevant to the structural, dynamic, and chemical properties of biological
macromolecules, as well as report on metabolite and natural product concentrations in complex mixtures
and their chemical structures. BMRB became a core member of the Worldwide Protein Data Bank
(wwPDB) in 2007, and the BMRB archive is now a core archive of the wwPDB. Currently, about 10% of
the structures deposited into the PDB archive are based on NMR spectroscopy. BMRB stores experimental
and derived data from biomolecular NMR studies. Newer BMRB biopolymer depositions are divided about
evenly between those associated with structure determinations (atomic coordinates and supporting infor-
mation archived in the PDB) and those reporting experimental information on molecular dynamics,
conformational transitions, ligand binding, assigned chemical shifts, or other results from NMR spectros-
copy. BMRB also provides resources for NMR studies of metabolites and other small molecules that are
often macromolecular ligands and/or nonstandard residues. This chapter is directed to the structural
biology community rather than the metabolomics and natural products community. Our goal is to describe
various BMRB services offered to structural biology researchers and how they can be accessed and utilized.
These services can be classified into four main groups: (1) data deposition, (2) data retrieval, (3) data
analysis, and (4) services for NMR spectroscopists and software developers. The chapter also describes the
NMR-STAR data format used by BMRB and the tools provided to facilitate its use. For programmers,
BMRB offers an application programming interface (API) and libraries in the Python and R languages that
enable users to develop their own BMRB-based tools for data analysis, visualization, and manipulation of
NMR-STAR formatted files. BMRB also provides users with direct access tools through the NMRbox
platform.
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1 Introduction

The Biological Magnetic Resonance Data Bank (BioMagResBank
or BMRB) [1] has served for the past 30 years as the primary
archive for spectral and derived data generated by nuclear magnetic
resonance (NMR) spectroscopy of biological systems. The BMRB
archive is unique among biophysical data banks in that the archive
contains primary time-domain data obtained by NMR spectro-
meters, processed spectra, spectral peak characteristics, assigned
spectral peak chemical shifts, and derived data such as relaxation
parameters, pKa values, and atomic coordinates for certain smaller
molecules not covered by the Protein Data Bank Archive [2] (URL:
http://wwpdb.org). BMRB has developed technology for annotat-
ing and processing the assigned chemical shift data archived at
BMRB and the chemical shift and constraint data underlying
NMR-based structures archived at the PDB. The field of biomolec-
ular NMR is evolving continuously, and newly developed NMR
techniques [3, 4] have the potential to enable NMR studies of
various biological molecular systems, including larger proteins,
nucleic acids, molecular machines, and membrane-bound
biopolymers.

BMRB also offers support for studies of metabolomics and
natural products through a library of a variety of 1D and
two-dimensional (2D) NMR spectra of pure compounds (includ-
ing metabolites, natural products, drugs, and compounds used for
screening in drug discovery) and through its adoption of the ALA-
TIS compound and atom identifiers [5], which are universal and
based solely on the three-dimensional (3D) structure of the com-
pound and the InChI convention. In addition, for a growing
number of small molecules, BMRB is providing spin matrices in
the GISSMO convention [6], which enables accurate simulation of
spectra at any field strength. The combination of unique ALATIS
naming and parameterized spectra offers the users of BMRB data a
distinctive benefit in terms of robustness and reproducibility.

The importance of publicly accessible and persistent data
archives such as BMRB for sustainable and reproducible research
is embodied in the FAIR principles [7] espoused by the wwPDB
[8], which are that data should be findable, accessible, interopera-
ble, and reusable.

BMRB consists of the main archive at the University of
Wisconsin-Madison and branches at UConn Health, Osaka, Japan
(PDBj-BMRB), and Florence, Italy. BMRB is a core member of the
Worldwide Protein Data Bank (wwPDB) along with the RCSB
PDB, PDBe, and PDBj [2]. Currently, the core archives of the
wwPDB consist of the PDB archive and the BMRB archive
[8, 9]. In 2019, the Electron Microscopy Data Bank (EMDB)
located at EMBL-EBI will become a core wwPDB member, and
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EMDB will become the third core archive. The core archives each
share a common data format driven by a data dictionary, which
enables coordinated searching of the combined resources.

BMRB mirror sites are supported at Osaka University, Japan,
and at CERM in Florence, Italy, with the Osaka facility also being a
data deposition and processing site. BMRB collaborates closely
with the other groups in the wwPDB (RCSB PDB, PDBe, and
PDBj). Over the years, BMRB has benefitted from interactions
with many groups in the NMR community, including the CCPN
group (now at the University of Leicester), the Northeast Struc-
tural Genomics (NESG) group, the Center for Eukaryotic Struc-
tural Genomics (CESG), the NMR metabolomic groups, and the
National Magnetic Resonance Facility at Madison (NMRFAM). A
wealth of experimental data from NMR studies linked to high-
quality 3D structures of proteins was deposited to BMRB by cen-
ters funded by the NIH Protein Structure Initiative (PSI)
[10]. Although the pace of structural NMR studies deposited
declined after the end of the PSI in 2015, structural NMR data
continue to comprise approximately half of BMRB depositions.

In addition, BMRB is a member of the Center for NMR Data
Processing and Analysis, provider of the NMRbox [11] platform.
NMRbox is a cloud-based computing platform providing the
bio-NMR community access to existing NMR software tools and
computational resources. Project goals include improving NMR
data reproducibility, facilitating depositions to BMRB and other
public databases, and developing new data analysis tools. As such,
BMRB currently provides machine-to-machine (M2M) access to
some services (e.g., CS-Rosetta structure determination) and is
developing a computer-assisted deposition service that will gather
data, metadata, and workflow information to facilitate and enrich
depositions into BMRB for enhanced reproducibility. This chapter
covers the usage of extant NMRbox-integrated BMRB tools where
appropriate.

2 Resources

As an open access digital data resource that applies the FAIR data
principles [7], BMRB houses and distributes the experimental and
derived data from NMR experiments carried out on biologically
relevant molecular systems. The archive consists of six main data
depositories: (1) quantitative NMR spectral parameters for pro-
teins, peptides, nucleic acids, carbohydrates, and ligands or cofac-
tors (e.g., assigned chemical shifts, coupling constants, and peak
lists) and derived data (e.g., relaxation parameters, residual dipolar
couplings, hydrogen exchange rates, and pKa values); (2) time-
domain spectral data from NMR experiments used to assign spec-
tral resonances and determine the structures of biological
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macromolecules; (3) an archive of atomic coordinates for small
molecules not accepted by the wwPDB; (4) a database for NMR
constraints processed from original author depositions available
from the PDB; (5) an archive of CS-Rosetta structures derived
from BMRB chemical shift entries [12, 13]; and (6) a growing
database of 1H and 13C 1D and 2D NMR spectra (including
time-domain data) and assigned chemical shifts for over 1000
biological small molecules. Validation reports for BMRB chemical
shift entries and MolProbity [14] validation reports for all PDB
entries are available on the BMRB website. BMRB provides a
variety of software services for querying the archive: for enabling
interactive data visualizations of the archival data, user supplied
data, and combinations of both; for carrying out file format con-
versions; for validating data; and for high-throughput calculation of
structures using CS-Rosetta and HTCondor [15] in collaboration
with the Center for High-Throughput Computing (CHTC) and
the Open Science Grid (OSG). The data in the BMRB archives are
linked to the literature citations related to the entries and to a
number of public databases through BLAST sequence homology
searches that are updated weekly. BMRB acquires data through
depositor submissions by means of three deposition systems:
(1) OneDep [16], through the wwPDB OneDep website https://
deposit.wwpdb.org/; (2) ADIT-NMR, through either the Madi-
son or Osaka BMRB branch (for other NMR data beyond those
accepted by OneDep, as well as nonstructural NMR data); and
(3) SMSDep, through the Osaka BMRB branch (for
NMR-derived structures of molecules that do not fit the guidelines
of the PDB archive). Additional data acquisition methods are
(1) transfer of metabolite spectral data collected at the National
Magnetic Resonance Facility at Madison (NMRFAM) to the Madi-
son BMRB and (2) in-house generation of validation and structural
data using third-party software like AVS, PANAV, and CS-Rosetta.
A new version of ADIT-NMR, called BMRBdep, extends the cap-
abilities of the original deposition system for biomacromolecules
and supports the deposition of NMR data from small molecules of
biological importance (e.g., metabolites, natural products, drugs).
The Madison and Osaka branches of BMRB carry out processing
and annotation of entries deposited at their sites. NMR data asso-
ciated with structures deposited through the OneDep system are
transferred to either of two BMRB annotation units, and BMRB
annotators at these sites curate as the data as needed and convey any
changes back to the OneDep team.

BMRB uses the NMR-STAR [17] data format to represent
experiments, spectral and derived data, and supporting metadata.
NMR-STAR was constructed along the object-relational data
model using a subset of the Self-Defining Text Archival and
Retrieval (STAR) specification [18]. The growth of the biological
NMR field and the development of new experimental technologies
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have mandated the revision and enlargement of the NMR-STAR
ontology [17]. BMRB provides users with tools to facilitate editing
and handling of NMR-STAR files, whose use is explained below.
The NMR-STAR ontology enhances the reusability (a FAIR goal)
of NMR data by providing ample information on the experimental
data being archived.

In terms of findability and accessibility, public uninterrupted
access to BMRB services is provided through the BMRB website at
http://www.bmrb.wisc.edu and its mirror websites in Japan
(https://bmrb.pdbj.org) and Italy (http://bmrb.cerm.unifi.it).
Due to ongoing development, the websites’ appearances may differ
somewhat from the screenshots shown in this chapter. Neverthe-
less, the functionality of the tools and services described here will be
maintained, and the website documentation will cover any future
updates. The BMRB unit in Osaka (PDBj-BMRB) also maintains a
website with access to other useful tools and extra documentation
including a Japanese version at https://bmrbdep.pdbj.org (DOI:
10.1002/pro.3273). PDBj-BMRB has been improving the inter-
operability of BMRB archives with a particular focus on semantic
web standards, represented by XML, RDF formats, of which data
archives are accessible from each BMRB site (DOI: 10.1186/
s13326–016–0057-1). For enhanced interoperability, further
access to BMRB data is provided through BMRB’s application
programming interface (API), described in the “Services for Pro-
grammers” section. Help is available through the “bmrbhelp”
mailing list, by sending a message to bmrbhelp@bmrb.wisc.edu.

3 Methods

This section describes the methodology for accessing and using the
tools and services available for each of four areas, data deposition,
data retrieval, data analysis, and programmer services. Most of the
included figures correspond to screenshots from the BMRB web-
site at the time of writing this chapter. The website’s documenta-
tion pages will be kept up to date with any new developments, both
in terms of new resources and updates to existing ones.

3.1 Data Deposition BMRB accepts deposition containing many kinds of experimental
and derived NMR data, including time-domain and processed data
files. BMRB’s main deposition system (ADIT-NMR at the time of
writing but soon to be replaced by BMRBdep which is described
below) has been designed with the aim of providing researchers
with a cloud-based data repository for an in-progress NMR project,
allowing users to enter metadata and results as they are generated.

Since its inception, BMRB has worked closely with the PDB for
the deposition and archiving of structural NMR data of biological
macromolecules. Consequently, BMRB is considered a structural
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database, and many journals require depositions to both PDB and
BMRB as a prerequisite for publication of an NMR-based struc-
ture. This close relationship has resulted in the integration of
BMRB and PDB depositions for structural NMR data within the
OneDep software system [16], which handles deposition of coor-
dinates and associated data into the PDB archive, as well as chemical
shifts, restraints, and associated data files into the BMRB archive.

3.1.1 PDB OneDep The wwPDB partners, including BMRB, joined forces in creating
OneDep, which replaced disparate depositions previously used by
the wwPDB partners. The OneDep system unifies the deposition
and annotation systems across all wwPDB deposition centers and
focuses on improving data quality and completeness in the PDB
archive while supporting growth in the number of depositions and
increases in size and complexity of the structures deposited. The
OneDep system at https://deposit.wwpdb.org serves as a single
access point for biomolecular NMR data: if the user indicates that
coordinates will be deposited, data will be collected through the
OneDep site in the depositor’s geographical zone (RCSB PDB,
PDBe, or PDBj); if no coordinates are associated, the user is trans-
ferred to the BMRB deposition system in the depositor’s geograph-
ical zone (BMRB or PDBj-BMRB). Alternatively, data not
involving coordinates can be deposited by directly accessing either
the BMRB or PDBj-BMRB site.

Depositions made through OneDep will generate both a PDB
and a BMRB entry from the depositor’s data, but currently NMR
data beyond those accepted by the PDB archive (chemical shifts and
restraints are required; NOE peak lists are recommended) cannot
be entered in this way and require a separate deposition at one of
the BMRB sites. In response to feedback from the NMR commu-
nity, the wwPDB has pledged in principle to integrate BMRB’s new
deposition system (BMRBdep) with OneDep to allow NMR
researchers to directly deposit more complete NMR data.

The wwPDB website provides ample documentation and tutor-
ials on the use of OneDep. We provide here a summary of the
instructions found at https://www.wwpdb.org/deposition/tutorial
that are related to NMR depositions. Instructions for depositing
coordinates are found at the same URL. As noted above, OneDep
sends the depositor directly to the BMRB deposition system if no
coordinates are being deposited. Even if the user is depositing coor-
dinates, it is strongly recommended to access the BMRB deposition
system after depositing the structure to PDB and to use the provided
BMRB ID to continue the deposition of NMR data (e.g., time-
domain data, spectra, relaxation parameters, pKa values, and other
derived data). Once OneDep is fully integrated with BMRBdep, this
step will not be necessary. As explained in Subheading 3.1.2, a
practical and efficient way to deposit NMR structures would
be to open a BMRB deposition early in the experimental work
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and gradually upload the data as the experiment proceeds, in effect
using the BMRB depository as a lab notebook. This guarantees a
complete BMRB deposition when depositing the final set of data.

At the start of deposition, OneDep will ask the depositor to
provide information about the experimental methods employed to
determine the structure. If “Solution NMR” or “Solid-state NMR”
has been selected as the experimental method, you will be asked
whether you are depositing coordinates. If “No” is selected, you
will see that BMRB is the only requested accession code, and a
“Deposit NMR data at BMRB” button will appear at the bottom of
the screen. Once you click the button, you will then be redirected
to the BMRB deposition start page. Please note that if you make a
BMRB-only deposition, later deposition of associated coordinates
will require that you complete a new PDB-only deposition. If “Yes”
is selected in response to the coordinates question, then you will be
asked to upload three mandatory files (coordinates in PDBx/
mmCIF format [19], restraints in NEF [20] or NMR-STAR for-
mat, and chemical shifts in NMR-STAR format) and will be encour-
aged to upload another (peak lists in NMR-STAR format).

During file uploads, the following checks are performed:
(1) the coordinates file is checked to ensure that each model has
the same chemistry (identical atoms); (2) the chemical shift values
are checked for outliers; and (3) the atom nomenclature in the
chemical shift and coordinates files is compared for consistency.

If any warnings or errors are generated by these checks, they
will be reported as follows:

Warning messages: Warnings encountered upon file upload will
be presented in the “File format validation for model coordinates
and data files” window. For NMR entries, warning messages pro-
vide information about chemical shift values outside of acceptable
ranges. Warning messages are provided for depositors to review and
either negate or correct as appropriate.

Error messages: Errors encountered upon file upload will be
presented in two places: (1) on the diagnostic screen (headed by a
graphic of red gears) that appears after the “Populate” or “Repop-
ulate” button on the “File upload” page has been pressed and
(2) on the “Upload Summary” page of the deposition interface.
For NMR entries, error messages highlight atom nomenclature
issues that must be corrected. If an error is present, new coordinates
and/or chemical shift files must be uploaded before the deposition
can be completed.

Entering NMR Data into

the Deposition Interface

For NMR depositions, it is best to enter information starting from
the top of the left-hand navigation panel and working downward
sequentially, page by page, as some values on later pages (lower on
the navigation panel) are dependent on information entered on
earlier pages (higher on the navigation panel).
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In particular, the chemical shift connection page cannot be
completed before mandatory data items in the NMR experimental
section and NMR software section have been completed. The
chemical shift connection page links data used to assign the chemi-
cal shifts with information contained in other NMR sections, i.e.,
chemical shift filenames, chemical shift references, NMR samples,
sample conditions, NMR experiments, and software. In addition,
the spectral peak list section becomes mandatory when NMR peak
list files are uploaded.

3.1.2 ADIT-NMR

and BMRBdep

The ADIT-NMR deposition system was originally developed in
collaboration with the RCSB-PDB, built upon PDB’s ADIT system
for deposition of X-ray structures. The newly developed deposition
system, BMRBdep, reproduces the ADIT-NMR functionality with
a more responsive, easier-to-use interface, adding the capacity to
handle deposition of small-molecule NMR data. Both deposition
systems are driven by the NMR-STAR data dictionary, which auto-
matically supports any changes in the NMR-STAR format.

BMRB encourages researchers to start a deposition early and to
use ADIT-NMR/BMRBdep as a lab notebook that is filled in as the
work proceeds. Incomplete sessions are not deleted, so a deposition
session will remain accessible for a long time (up to 2 years since the
last update). Please note that older deposition sessions may be
required to be upgraded if the dictionary has changed significantly.
The completed NMR-STAR files should then be ready for
deposition.

Users from Asian countries (excluding Oceania) are encour-
aged to deposit to the regional BMRB mirror site PDBj-BMRB:
http://deposit.bmrb.pdbj.org. Please note that depositions started
at PDBj-BMRB cannot be continued on the UW-Madison server,
and vice versa.

While ADIT-NMR is still the main deposition server at the time
of writing, it will soon be replaced by the BMRBdep server. As a
result, the procedures described below are for the new BMRBdep
system, which was released recently. You can start a BMRBdep
deposition at https://bmrbdep.bmrb.wisc.edu. PDBj-BMRB
also provides the BMRBdep deposition service from the same
URL, https://deposit.bmrb.pdbj.org, with appropriate changeover
time.

The deposition procedure follows the following steps:

Step 1: Preparation for data deposition

Step 2: Creation of a BMRBdep session

Step 3: Upload of data files

Step 4: Entering relevant data

Step 5: Previewing and depositing the entry

Step 6: Receiving a report from BMRB/PDB

Step 7: Hold and release of the entry
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Step 1: Preparation

for Data Deposition

Before proceeding with your deposition, it will be useful to have on
hand the following information:

l Chemical description of the molecules in the system studied.

l Residue sequences for polymers.

l Sequence database reference for the biological molecule(s).

l Atom and bond lists for ligands and nonstandard residues.

l List of contents for at least a representative sample.

l List of experimental conditions (temperature, pH, etc.).

l A list of names to use for each sample and each set of experimen-
tal conditions.

l ASCII file(s) containing chemical shift assignments or coupling
constants, preferably in NMR-STAR format, but ASCII files
containing tables with tab- or comma-delimited fields will be
accepted.

Note that since a user can return to their deposition at any time,
it is not necessary to have all or even any of the data mentioned
above to begin a deposition, although they will be needed to
complete it. The BMRB website provides tools for generating
NMR-STAR files. To create NMR-STAR chemical shift assignment
files, the user can access the template generators (available at
http://www.bmrb.wisc.edu/software/tablegen/. See Fig. 1) or
the STARch file converter, which takes different file formats and
converts them into NMR-STAR (see Subheading 3.3.1).

Fig. 1 NMR-STAR template generator initial interface
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The BMRB Template

Generator

The template generator produces NMR-STAR data tables accord-
ing to various selections from the user. The currently available data
types are (1) assigned chemical shifts, (2) coupling constants,
(3) H-exchange tables, (4) H-exchange protection factors, (5) het-
eronuclear NOE values, and (6) heteronuclear T1, T1rho, and T2

values. The type 1 (assigned chemical shifts) template generator is
available for both proteins and polynucleotides, whereas template
generators 2–6 are available only for proteins.

Each template generator has an input screen for entering a
residue sequence string (in single letter format), and the user can
make other selections, such as the atoms to include per residue.
Figure 2 shows the screen template for chemical shift assignments.

Fig. 2 NMR-STAR chemical shift assignment template generator interface
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Step 2: Creation of an

BMRBdep Session

To begin a BMRBdep session, a user must simply enter their e-mail
address and a reference name for their deposition and specify the
deposition type (new, from an existing entry, or from an uploaded
file). By optionally filling out their ORCID ID, some of the fields in
the deposition will be automatically populated using the data avail-
able in the ORCID database.

If the user wants to start the deposition from an existing
NMR-STAR file or released BMRB entry, they can do so by select-
ing the appropriate “deposition type” and selecting the
NMR-STAR file or BMRB ID to use to start the deposition. The
NMR-STAR file can be edited before the upload. The best option is
to use the JavaScript NMR-STAR viewer tool (see Subheading
3.3.4). Using this tool will ensure that your modifications do not
violate the NMR-STAR format. Alternatively, it is possible to edit
the file in a plain text editor like Notepad. In the future, an
enhancement to the BMRBdep system will add a feature to existing
depositions that will allow the user to start a new deposition
pre-filled with the data contained within the existing deposition.

After clicking the new deposition button, the deposition ses-
sion will be created and saved in the user’s browser, and an e-mail
will be sent with a link used to verify the user’s e-mail. This verifica-
tion link must be clicked prior to entering information about the
deposition. To end a session, the user may click the “End session”
button. A depositor can leave the site or close the browser at any
time. As long as the original e-mail has been saved, the user can get
back to the deposition session in the future by clicking the link in
the original deposition e-mail. In the case of a lost e-mail, the user
should contact BMRB help at bmrbhelp@bmrb.wisc.edu.

Step 3: Upload

of Deposition Data Files

Once the session is initiated, the user is taken to the “data files”
page (Fig. 3), where the user uploads one or more data files
associated with the entry. After file upload, the user must select
one or more data types contained within the file. The action of

Fig. 3 BMRBdep interface for data files deposition
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selecting the appropriate data types will enable additional data input
fields in the deposition system related to the uploaded data types.
The user can return to this page at any time to upload additional
data files, and the interface will automatically and instantly update
to reflect the changes.

As explained above, BMRB uses the NMR-STAR format for all
stored NMR data. File conversion instructions are described in
Step 1. It is not necessary to have the data in NMR-STAR format
before deposition, but it is very helpful.

Step 4: Entering

Relevant Data

After uploading data files and proceeding, the layout of BMRBdep
will be as shown in Fig. 4. To progress through the deposition, the
user simply clicks the “Next section” or “Previous section” buttons
above and below the data entry fields. Alternatively, they can navi-
gate through the deposition and see which sections still need to be
completed by opening the left panel menu. To do this, the user
clicks the three-horizontal-line icon (called a hamburger menu) on
the top left of the page. The navigation panel is illustrated in Fig. 4.

The navigation panel indicates sections that still need to be
completed with a circled exclamation mark symbol and indicates
completed sessions with a check mark symbol.

To view help information for any data field, clicking on the data
field name opens a help box. (This is indicated to the user by the
mouse cursor turning into a question mark when hovering over this
section of the interface.) Within any given category, a mandatory
data field will have a red asterisk (*) next to it. In addition, the data
input field will be highlighted with a light pink color if its value
must be entered or if an invalid value has been entered.

Fig. 4 The BMRBdep navigation menu
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Changes are automatically saved as they are made. The save
operation has completed when the progress bar at the top of the
screen disappears. If the user closes their browser before the data
have uploaded to the server, unsaved data are preserved locally in
the browser cache. Opening the page again (as long as the “End
session” button has not been clicked) will allow the system to save
all the changes to the server.

Step 5: Previewing

and Depositing the Entry

After data entry is completed, the user can progress to the deposi-
tion step by clicking the “Deposit entry” button in the left naviga-
tion menu. After selecting that button, the user will be shown any
mandatory fields that remain to be filled out and will be given an
option to review the full deposition before submission. Once the
deposition is complete and passes initial validation, the user will be
given the option to submit the entry to the BMRB.

Step 6: Receiving a Report

from BMRB/PDB

After a deposition has been submitted through BMRBdep, the
authors will receive through e-mail a short notice of receipt with
the BMRB accession number. BMRB’s annotators will check and
validate the entry and then, usually within a few days, will send the
depositor the full annotation reports from BMRB with comments
for clarifications and/or updates, including the appropriate AVS
and PANAV reports for the assignments of protein systems. A link
to the processed entry in NMR-STAR format is included in the
letter, and any corrections/updates can be sent to BMRB
annotators.

Step 7: Hold and Release

of the Entry

When the deposition is completed, the deposited data will be put
on “Hold” status, until the publication of the associated paper or
the date specified by the user (up to 1 year following deposition).
The on-hold status of any entry can be confirmed by accessing
“Entries on Hold” from the “Search Archive” section of the
BMRB website’s navigation menu (http://www.bmrb.wisc.edu/
data_library/held.shtml). BMRB and PDB accept revisions of
entries at any time prior to release.

Upon publication of the associated paper or, in the absence of a
publication, 1 year after deposition, the entry data will be released
to the public on the BMRB and, if applicable, PDB archives. Users
are encouraged to notify BMRB/PDB when the paper associated
with a deposition is published so that its release is timely.

3.1.3 PDBj-BMRB

SMSDep

In recognition of the fact that scientists have no place to archive
information about NMR structures of biomolecules that fall out-
side the guidelines of the PDB (e.g., small cyclic peptides), the
BMRB will consider accepting coordinate sets representing 3D
structural models provided that the following criteria are met:
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l The molecule falls outside the guidelines of the PDB (i.e., the
molecule is a peptide with 23 or fewer residues, a polynucleotide
with three or fewer residues, a polysaccharide with three or fewer
sugar residues, or a natural product).

l The molecule is of biological interest.

l The structural model(s) are based on experimental NMR data.

l The coordinates are accompanied by a representation of the
covalent structure of the molecule (atom connectivity), the
assigned NMR chemical shifts for the molecule, and the struc-
tural restraints used in generating the structural model.

For depositions meeting these criteria, BMRB encourages
authors to submit to PDBj-BMRB SMSDep (https://smsdep.
pdbj.org), in addition to the primary (time-domain) data, peak
lists, NOEs, and other relevant information.

3.2 Data Retrieval Users have different options for accessing and downloading data
from BMRB. Search options include a powerful “instant search”
tool that searches the databases according to keywords entered by
the user, an “advanced search” search page that lets the user control
both the search criteria and the output requested (particularly
useful for downloading subsets of the databases), and a “search
grid” that provides single-click access to common searches by data
types (chemical shifts, relaxation values, restraints, etc.). Data can
also be downloaded from a web-accessible FTP server or kept up to
date with the BMRB archive over time by connecting to the BMRB
RSYNC server.

3.2.1 Instant Search The BMRB “instant search” bar is present in the header of every
BMRB web page. This search bar will search BMRB entries as you
type and shows an automatically updating list of matching BMRB
entries. The user can either press “enter” to go to a dedicated
search results page or click on one of the suggested results to go
directly to the entry summary page for the matched BMRB entry.
Alternatively, entering a BMRB entry ID and pressing enter will
take you directly to that entry.

The search is performed against multiple relevant fields in a
BMRB entry: the citation authors, the entry title, the chemical
formula and InChI key of any ligands, database IDs associated
with the entry (PDB, PubChem, etc.), and a variety of other
commonly searched fields. By hovering the mouse cursor over the
suggested results, additional information about the entry will be
displayed, including a description of exactly which field was
matched.
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3.2.2 Advanced Search BMRB provides an “advanced search” interface that is well suited
for generating tabular subsets of the databases, useful for data
science projects. The interface provides access to most fields in
either the BMRB macromolecule or small-molecule (metabolo-
mics) database (represented by their corresponding NMR-STAR
tag).

NMR-STAR 3.2 tags map to database tables and columns as
_Table.Column, e.g., the value of _Entry.ID is stored in the
“ID” column of the “Entry” table. In order to search for an _Entry.
ID, select the top-level Entry information tab (section), then the
middle-level Entry information tab (group), and then the Entry tab
at the third level (Fig. 5).

For each searchable tag, there is a “search term” text box and a
“display” checkbox (Fig. 5). Select “display” to include the tag in
the search result table. This arrangement provides the flexibility of
using a tag as part of the search criteria or displaying the tag as a
column in the resulting table or both: tags to display do not have to
be the same ones searched on, and they need not be in the same
tables either. If no tags are selected for display, the result will be the
count of matching database rows.

Fig. 5 The advanced search interface
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Currently, all fields are treated as case-insensitive text and are
searchable using POSIX regular expressions supported by Post-
greSQL database engine, as explained in the PostgreSQL
documentation:

https://www.postgresql.org/docs/8.4/functions-matching.
html#FUNCTIONS-POSIX-REGEXP

As an example, when looking for Entry.ID (and Entry.ID is
selected for display):

Search term Result

.∗ List of all BMRB IDs in the database (entries that have
anything in ID tag)

15.∗ List of BMRB IDs with “15” anywhere in the ID

^15.$ List of BMRB IDs between 150 and 159

^15[0–3]$ List of BMRB IDs between 150 and 153

All search terms are AND’ed. together.
Please note that the limitations of this interface include:

l No support for numeric comparisons or range searches.

l No OR searches.

l An SQL JOIN clause is performed on the tables to search in and
the tables to display. This may affect the results as JOIN, which
may exclude some rows.

l Join to bullet above some regular expressions supported by Post-
greSQL do not work, for example, “advanced” REs starting with
∗∗∗:(?options).

If you have a query you would like to run on the BMRB
database that is not supported by this interface, contact
bmrbhelp@bmrb.wisc.edu.

Search results are returned either as a webpage (in a separate
window/tab) or a comma-delimited file. Note that BMRB’s meta-
bolomics (i.e., small molecule) archive is maintained as a separate
database; you can search in either macromolecule or metabolomics
database (but not both at the same time).

3.2.3 BMRB Query Grid BMRB’s query grid interface provides a mechanism for retrieving
sets of entries that fit the criteria of predefined queries from the
BMRB archive. It is accessible from the “Search Archive” sub-menu
in the website navigation panel (Fig. 6). In the main query grid
page, the query criteria are described by the headings for the rows
and columns in each grid (see Fig. 7). For example, from the main
grid, if one clicks on the link in the box in the grid that is at the
intersection of the column labeled “DNA” and the row labeled “1H
Chemical Shifts,” they will be taken to a page containing a listing of
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Fig. 6 Search archive sub-menu in the navigation panel

Fig. 7 Main query grid page
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all the BMRB entries that have 1H chemical shifts for DNA poly-
mers (Fig. 8). If one selects the grid box “Proteins/Peptides,” they
will be taken to a page containing a link to an HTML page listing all
the entries as well as a new query grid that can be used to further
refine the query (Fig. 9). In many cases, the result of a query can be
displayed with the entries sorted by the number of 1H, 13C, and
15N chemical shifts or BMRB accession number or PDB code. By
selecting the “Compressed file” link, it is possible to download a
single compressed file that contains all the entries returned by the
current query.

Fig. 8 Listings obtain by selecting “DNA” and “1H Chemical Shifts” on the main query grid page

Fig. 9 New query grid obtained by selecting “Proteins/Peptides” in the main query grid page
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Other query grids by data type are available under the “BMRB
Data by Type” item in the navigation panel. The current queryable
data types are:

l Macromolecular types.

l NMR spectral parameters.

l Restraints with atomic coordinates and chemical shifts.

l Kinetics.

l Thermodynamics.

l Small-molecule structures.

l Time-domain sets.

l Solid-state NMR.

l Unfolded proteins.

l Binding data.

l Entries relating to human diseases.

l CS-Rosetta structures for BMRB entries.

l Human genes.

By selecting an item in the sub-menu, the user gets directed to a
query grid interface for the corresponding data type.

Cautionary Notes l The results obtained for any query will depend on the quality of
the annotation for each entry. If ligands are not reported for a
protein entry but do exist, the entry will still be included in the
“Protein only” query result. In general, entries with accession
numbers below 4000 may appear in inappropriate query results
for these reasons.

l In some cases, it is important to think about how a query may
have been constructed. If one selects “DNA” from the main
query grid, all of the entries where DNA was reported in the
molecular system studied will be returned whether or not there
is any quantitative data for the DNA. However, by selecting the
link in the grid box corresponding to “DNA” and “All Chemical
Shifts,” the entries containing DNA and where chemical shifts
for the DNA were reported will be returned.

l Currently a few BMRB entries (~25) in an older format are not
included in the current queries.

The NMR Restraints Grid A special query grid is the “NMR Restraints Grid” (Fig. 10), also
accessible from the “Search Archive” sub-menu, under “NMR
Restraints from PDB MR Files” (Fig. 6). The NMR Restraints
Grid provides access to the restraints data from the PDB NMR
structures contained in the BMRB archive.
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In addition to the original restraints, most of the distance,
dihedral angle, and RDC restraint data (>85%) were parsed, and
those in over 500 entries were converted and filtered. The con-
verted and filtered data sets constitute the DOCR and FRED
databases, respectively [21].

To obtain the restraints for a specific PDB ID, follow these
steps:

1. Start by selecting the NMR Restraints Grid so that the default
options are used.

2. Specify a PDB entry to find data by entering its four-character
code (e.g., 1A24).

3. Select 0 for “Hide the grouped block counts for the software
formats if there are less blocks than.”

4. Submit by clicking on the Submit button.

5. A summary table with all the types of restraints archived for the
entry will appear. The user can select different sets of restraints
by clicking in the corresponding numbers or select all by click-
ing in the number under the row and column labeled “Total.”

6. In the resulting table, select one of the blocks by clicking on the
number in the cell where the column is labeled mrblock_id. For
example, select the block ID for where the stage column reads
3-converted-DOCR and the columns program, type, subtype,
and format read XPLOR/CNS, distance, NOE, and ambi
(Block ID 468407).

Fig. 10 NMR Restraints Grid interface
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7. After selecting the mrblock_id, the NOE distance restraints of
entry 1A24 from the DOCR database will be shown and can be
saved in a ZIP file.

Other ways of downloading data are possible. Just check the
“How to” page for the NMR Restraints Grid at http://
restraintsgrid.bmrb.wisc.edu/NRG/wattos/MRGridServlet/html/
howto.html.

3.2.4 Data Download In general, data can be downloaded from BMRB through the
website, either from the search tools described above or by clicking
on appropriate download links from entry pages. BMRB users can
also access data from our databases through our FTP server at
http://www.bmrb.wisc.edu/ftp/pub/bmrb/.

The following directories are available at the FTP site:

l Derived data.

l Entry directories.

l Entry lists.

l Internal data.

l Metabolomics.

l NMR-STAR dictionary.

l NMR PDB integrated data.

l PDB MolProbity.

l Relational tables.

l Secondary metabolomics.

l Sequence libraries.

l Software.

l Statistics

l Time domain.

l Validation reports.

Data in these directories comes in different formats, depending
on the type of information accessed (e.g., entry data can be down-
loaded in NMR-STAR, RDF, and/or XML format). Entry pages in
the website link directly to the FTP server for associated files, like
time-domain data. The relational tables are used to recreate a local
copy of the database using PostgreSQL and following the instruc-
tions at http://www.bmrb.wisc.edu/search/rdb31.shtml.

This can also be done with the small-molecule (metabolomics)
database.

For users or labs that would like to keep a local updated copy of
the BMRB databases, BMRB provides access to a public rsync server
(for LINUX/UNIX-based systems). Contact BMRB through
bmrbhelp@bmrb.wisc.edu for help on setting up a local database
and keep it updated through rsync.
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3.3 Data Analysis

3.3.1 Data Conversion

The STARch File Converter

The STARch file converter (http://www.bmrb.wisc.edu/
software/starch) can take chemical shift tables in several formats
(see Fig. 11), including ASCII tables in comma-separated or
tab-delimited formats, and convert them into NMR-STAR version
3.2 format. For other data types (e.g., dipolar couplings, RDCs,
relaxation values, etc.), STARch can convert NMR-STAR version
2.1 or ASCII tables (comma-separated or tab-delimited) into
NMR-STAR 3.2.

Information and recommendations for STARch users are as
follows:

l Many software packages can export NMR-STAR (e.g.,
NMRView, CCPN). For these packages, the export option
should be used, rather than STARch, to avoid potential loss of
information during conversion.

l STARch only converts a given file format to NMR-STAR; it does
not convert atom nomenclature. The user is advised to use
IUPAC nomenclature in all tables, which will speed up the
processing of the deposition.

l For NMR structure depositions, residue and atom names must
match those in the coordinates file.

l STARch output is a “bare” data table (loop), not a complete
STAR file.

l When preparing a chemical shift table for NMR structure depo-
sition, make sure residue and atom names match those in the
coordinates. Otherwise, the table will be rejected by the deposi-
tion system.

3.3.2 Validation During data curation, BMRB’s annotators validate the data files
deposited. Under the “Validation Tools” item in the navigation
panel, users will find links to many publicly available validation
tools, as well as the possibility to download data validation software.

Fig. 11 The STARch file data converted interface
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Depositors of protein depositions are strongly encouraged to use
validation software packages (in particular the wwPDB validation
server and the PSVS (AVS) server) to check their NMR experimen-
tal data and structure files before uploading them.

3.3.3 CS-Rosetta High-

Throughput Structure

Estimation

CS-Rosetta is a software package that attempts to make de novo
protein structure predictions from known chemical shifts and
optionally RDC and NOE values [12, 13]. Using a library of
protein fragments from proteins with experimentally determined
structures, it uses Monte Carlo methods to make its structural
predictions. Due to the computational effort involved in the
Monte Carlo structure determination step, large computational
resources can dramatically decrease the amount of time required
to run CS-Rosetta. BMRB has utilized its computational resources,
as well as those of the CHTC and OSG, to develop a web service
that allows for the deposition of chemical shifts (and optionally
RDC and NOE values) and returns the results of a CS-Rosetta run
in an interactive fashion via a web page. Users who have submitted
to the server are e-mailed status during the CS-Rosetta run. When
it completes, they are e-mailed a link where they can inspect the
generated structures.

When viewing the CS-Rosetta results, an interactive graph
showing the RMS distance to the lowest energy structure and the
relative energy of all structures is displayed (Fig. 12). Clicking on a
point in the graph will pull up that specific structure in an interac-
tive JSmol viewer [22].
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Fig. 12 Calculated CS-Rosetta structures for BMRB entry 19193
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In addition to a standard web interface, the CS-Rosetta server
also provides an API that can be used to automatically make a
submission to the server (http://www.bmrb.wisc.edu/tools/
automated_csrosetta.shtml). BMRB has also developed a tool
embedded in the NMRbox that allows a user to select input files
via a GUI and then submits them to the CS-Rosetta server via this
API. Moreover, the NMRFAM PINE [23] server has the option to
automatically submit the chemical shifts to the CS-Rosetta server
using the API.

The BMRB CS-Rosetta server is available at the following
URL: https://csrosetta.bmrb.wisc.edu.

3.3.4 Working with NMR-

STAR Files

As described above, NMR-STAR [17] is the archival and exchange
format used by BMRB. NMR-STAR is available as input and/or
output by several software packages that deal with the harvesting
and processing of biomolecular data (CCPN [24], NMRView,
TALOS [25], NMRFAM-SPARKY [26], PINE [23], ARECA
[27], PONDEROSA [28], Integrative NMR [29], CSI [30],
NMRFx [31], RCI [32], ABACUS [33], and PDBstat [34]) and
with chemical shift prediction (SHIFTX2 [35] and SHIFTS [36]).
NMR-STAR also is used as a data exchange format by the NMRbox
project [11].

The NMR-STAR v3.2 ontology [17] provides an extensive
controlled vocabulary for the description of NMR spectroscopic
studies of biological systems. The ontology includes the description
of experiments, the data generated, and the derived results such as
molecular structures, dynamics, and functional properties. New
NMR techniques and experiments are being developed continu-
ously, and the NMR-STAR ontology grows consequently. BMRB
has developed a JavaScript tool for interactively visualizing, validat-
ing, and editing NMR-STAR files, as well as a Python programming
library for handling and generating NMR-STAR files programma-
tically (see Subheading 3.4.2). Here we describe how to access and
use the NMR-STAR interactive viewer tool.

Using the NMR-STAR

Interactive Viewer

The BMRB interactive NMR-STAR visualizer is located at the URL
http://www.bmrb.wisc.edu/dictionary/starviewer. The page con-
tains a form where you may select an NMR-STAR file from your
computer to visualize and perform minor edits. (Alternatively, each
entry in the BMRB archive has a link to load its contents in the
interactive viewer.) When you select a file, it is processed in Java-
Script inside your browser, and the contents of the NMR-STAR file
you select are not uploaded to BMRB servers. When a file is
selected, the page will automatically render the NMR-STAR file
contents on the page and provide several features that will make it
easier to inspect or edit the file (Fig. 13):
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l Any tags that do not contain values in the uploaded file are
hidden by default in order to make the file more readable. You
can toggle the display of empty tags by clicking the “Show tags
without values” button at the top of the page.

l All tags can be hovered over with a mouse in order to view a
description of what data the tag references.

l Data values are styled as plain text rather than an input field, but
by clicking on any tag value, you can edit a value. Furthermore, if
the tag is one that contains enumerations (suggested values) in
the NMR-STAR dictionary, they will be auto-suggested as
options when the first characters entered match an existing
enumeration.

l NMR-STAR data blocks (called saveframes and loops) can be
collapsed to make it easier to view different portions of the entry.
In addition, data in loops are lightly color coded in order to
facilitate seeing which column a given data value belongs to.

l Data type validation is performed instantaneously as changes are
made. Tags with an invalid value (e.g., an invalid date) highlight
in red to warn of the error.

l In the NMR-STAR format, it is possible for a tag to reference
data elsewhere in the file. Where these links are present, a hyper-
link will display that can be clicked to jump directly to the
referenced data.

Fig. 13 The NMR-STAR viewer
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When finished editing the file, click the “Download” button at
the top of the page to save a copy with your changes.

Note that this tool is intended for minor edits and not major
changes, as creating or deleting data rows is not supported. For
more significant modification of NMR-STAR files, see the PyNMR-
STAR tool (Subheading 3.4.2).

3.4 Programming

Tools

The BMRB team has developed several tools for software devel-
opers accessing the BMRB databases or manipulating NMR-STAR
files. Libraries and other tools described in this section are accessi-
ble through the BMRB GitHub page at https://github.com/
uwbmrb.

3.4.1 BMRB API BMRB has developed and deployed a RESTful API to enable rapid
access to the most up-to-date version of the database for both
metabolomics and macromolecule entries. This API enables pro-
grammatic access to the BMRB database from scripts and applica-
tions. Many internal BMRB tools use this API to provide access to
the most up-to-date version of the BMRB database; PyNMR-
STAR, PyBMRB, the Instant Search, the NMR-STAR interactive
viewer, and other BMRB tools all use the API to retrieve data.

The API supports a variety of different query types to facilitate
research, and new ones are being added in response to community
feedback. Examples of supported queries are listed below:

l Given a list of chemical shift values, return a list of BMRB entries
that contain one or more of the queried shifts, ordered by
number of shifts matched and the closeness of the match.

l Return all chemical shifts in the BMRB, optionally filtered by
residue, atom type, and chemical shift value. Optionally, also
return the pH and temperature at which the chemical shift was
observed.

l Search a protein sequence in FASTA format against the BMRB
archive and return a list of matching entries.

l Return all entries that contain a given value for a given tag (e.g.,
entries that contain the “solid-state” tag).

l Return information about the raw experimental data available
for a given entry.

l Return information about a given BMRB entry in either
NMR-STAR or JSON format.

Many other query types are also available. For the most up-to-
date list of query types, as well as instructions and extensive docu-
mentation, please view the GitHub page for the project: https://
github.com/uwbmrb/BMRB-API.
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3.4.2 PyNMR-STAR:

NMR-STAR Handling

Python Programming

Library

BMBR entries are internally represented as NMR-STAR files, a
custom file type for NMR study records that was modeled on the
STAR format [18]. This format enables the capture of nearly all
NMR-related data and is self-describing and text based, which
means it is editable in any standard text editor. Despite that, editing
the file while maintaining syntactical validity requires some degree
of knowledge of the format. To ease the process of reading, creat-
ing, and modifying NMR-STAR files, BMRB has developed and
released a Python module (at time of publishing, compatible with
Python versions 2.6–3.7) called PyNMR-STAR. This software
library significantly eases working with NMR-STAR files—it
ensures that all files generated are syntactically valid; it provides
tools to validate records against the BMRB NMR-STAR schema;
and it provides a wide variety of additional features to ease working
with NMR-STAR files.

There is extensive documentation and an introduction to work-
ing with the NMR-STAR format at the GitHub page for the
project: https://github.com/uwbmrb/PyNMRSTAR.

3.4.3 PyBMRB

and RBMRB: Data Retrieval

and Visualization Libraries

for Python and R

The information-rich data content in BMRB is a useful resource for
understanding the properties of atoms in amino acids and nucleic
acids in different sequences, conformational states, or sample con-
ditions. Database-wide chemical shift statistics of a particular atom
help us to understand the range of its properties. The numerous
tags in the NMR-STAR dictionary precisely capture valuable meta-
data, including sample conditions, chemical shift referencing, and
experiment type. The information-rich data content in
NMR-STAR files is both human- and machine-readable format.

To help users visualize the data in different ways, BMRB has
developed tools with similar functionalities in two languages popu-
lar among the bioinformatics community: Python and R. Under
normal circumstances, one needs to download and parse the data
before visualizing the data either as histogram or NMR spectrum.
The BMRB-API supports direct access to the BMRB archive by
tools in both Python (PyBMRB) and R (RBMRB) that enable
database-level and entry-level data visualizations without the need
for downloading and parsing steps. Both PyBMRB and RBMRB
use the same visualization tool “plotly” in the backend, which
generates interactive and portable visualizations. Interactive gra-
phics visualizations open in any web browser and can be exported
as a static image with a single click.

1. Database-Level Visualizations

Histograms are quite useful for understanding the effects of
secondary structure on the chemical shifts of atoms in amino
acids and nucleic acids. The chemical shift distributions of
atoms in BMRB are sometimes bimodal or trimodal, which
indicates that a particular atom is sensitive to secondary
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structural elements like helix, beta sheet, and coil. On the other
hand, chemical shift outliers that are far away from expected
values may indicate the presence of paramagnetic/metallic ele-
ment or potential binding sites.

PyBMRB and RBMRB can generate chemical shift histo-
gram of any amino acid or any atom or atom type using a single
command. Figure 14 shows the chemical shift histogram of CB
atoms generated by the command hist(atom ¼ “CB”) using
PyBMRB v1.2.6. Similar histogram can be generated using
RBMRB v2.1.2 with the command chemical_shift_hist
(atm ¼ “CB”). Chemical shift correlations between any two
atoms in an amino acid can be visualized by a 2D histogram.
Figure 15 shows the chemical shift correlation between CB and
N atoms in cysteine. Additional parameters are available to filter
the data for chemical shift outliers using standard deviation-
based statistical filtering and to convert the histograms into
normalized density plots. PyBMRB v1.2.6 has an additional
option that can be used to generate a conditional histogram for
a particular atom in a residue filtered against a set of preas-
signed chemical shifts for other atoms in the same residue.

2. Entry-Level Visualizations
1H–15N correlations from HSQC or other NMR experiments
are commonly used in studies of folding, aggregation, ligand
binding, or protein-protein interactions. PyBMRB and
RBMRB have the functionality of simulating 1H–15N correla-
tions from assigned chemical shifts in BMRB entries. The

Fig. 14 Chemical shift histogram for CB atoms in BMRB, generated using the PyBMRB library as explained in
the text
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software can overlay 1H–15N correlations from multiple
entries, and chemical shift changes can be easily tracked by
connecting the peaks from resides in same position in the
sequence. Figure 16 compares 1H–15N correlations for the
enzyme arsenate reductase from three different BMRB entries;
the visualization was generated by PyBMRBv1.2.6 with the
command:

Fig. 15 Interactive diagram showing the chemical shift correlation between CB and N atoms in cysteine across
BMRB, generated using the PyBMRB library

Fig. 16 PyBMRB-generated simulated HSQC overlapping spectra comparing three BMRB entries
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n15hsqc(bmrbid = [17074,17076,17077]

The software can be used in a local computer to compare
data in an NMR-STAR file with data from a BMRB entry and
to track the chemical shift changes using sequence numbers.
Figure 17 shows such a comparison generated by
PyBMRBv1.2.6 with the command:

‘n15hsqc(bmrbid = [17074,17076,17077], filename = ‘test.str’),

which compares local data (filename) with data from three
BMRB entries (17074, 17076, and 17077).

3. Installation and Availability

The source code and installation instructions for both packages
are available from the BMRB GitHub repository (https://
github.com/uwbmrb/RBMRB, https://github.com/
uwbmrb/PyBMRB). These packages are also made available
in their corresponding software package repositories, which
enables users to easily install the packages using a single com-
mand. RBMRB v2.1.2 is available in CRAN repository
(https://CRAN.R-project.org/package¼RBMRB), and
PyBMRB v1.2.6 is available in Python Package Index reposi-
tory (https://pypi.org/project/pybmrb/). Documentation
and example files are available in respective packages.

Fig. 17 This simulated HSQC overlapping spectrum comparing a user-uploaded spectrum with three similar
entries in BMRB was generated using PyBMRB
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Jupyter Notebooks Owing to their ease of use and reproducibility, Jupyter Notebooks
(https://jupyter.org) are being widely adopted within the sciences;
they provide a single environment that links computation and
documentation in an interactive fashion. Both PyBMRB and
RBMRB can be used in a notebook environment. The
BMRB home page provides a link to a sample PyBMRB Jupyter
Notebook, which was created by converting the PyBMRB GitHub
repository into an interactive notebook by using a third-party
server (https://mybinder.org), which does not require any installa-
tion and simply opens in a web browser. BMRB users can use this
notebook to play with visualization tools without installing them.
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Chapter 15

Integrating Molecular Simulation and Experimental Data:
A Bayesian/Maximum Entropy Reweighting Approach

Sandro Bottaro, Tone Bengtsen, and Kresten Lindorff-Larsen

Abstract

We describe a Bayesian/Maximum entropy (BME) procedure and software to construct a conformational
ensemble of a biomolecular system by integrating molecular simulations and experimental data. First, an
initial conformational ensemble is constructed using, for example, Molecular Dynamics or Monte Carlo
simulations. Due to potential inaccuracies in the model and finite sampling effects, properties predicted
from simulations may not agree with experimental data. In BME we use the experimental data to refine the
simulation so that the new conformational ensemble has the following properties: (1) the calculated
averages are close to the experimental values taking uncertainty into account and (2) it maximizes the
relative Shannon entropy with respect to the original simulation ensemble. The output of this procedure is a
set of optimized weights that can be used to calculate other properties and distributions of these. Here, we
provide a practical guide on how to obtain and use such weights, how to choose adjustable parameters and
discuss shortcomings of the method.

Key words Conformational ensemble, MD simulations, Integrative structural biology

1 Introduction

Experimental determination of biomolecular structure and dynam-
ics is an important and difficult problem in molecular biology. A
large variety of techniques to tackle this problem exist, including
X-ray/neutron diffraction and scattering experiments, nuclear
magnetic resonance (NMR) spectroscopy, cryo-electron micros-
copy, and a plethora of other techniques. These experiments often
result in noisy and incomplete data, making it non-trivial to solve
the inverse problem of reconstructing structural and dynamical
molecular properties from experiments alone [1].

Computer simulations based, e.g., on physics-derived or
knowledge-based models can in principle provide a detailed ther-
modynamic description for arbitrary molecular systems.
Performing such simulations is, however, often not sufficient, due
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to inaccuracies of the molecular models (force fields) and the high
computational cost associated with extensive simulations.

For these reasons, there exist a number of integrative
approaches in which simulations and experiments are combined
[2–6]. In some of these approaches, a physical model (i.e., the
force field) is complemented by a set of experimental restraints
favoring molecular conformations that individually match experi-
mental data. When studying flexible molecular systems that popu-
late multiple conformations, however, this approach leads to wrong
results, because it drives the simulation towards “intermediates”
that are not representative of any of the relevant states (Fig. 1)
[6–11]. Such problems may be particularly relevant when the

Experimental restraint

Maximum entropy restraint

Measured quantity

Measured quantity

P
ro

ba
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y

P
ro

ba
bi
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restrained average < >P*

experimental average
simulation average < >P0

uncertainty 
simulation (P0)
restrained (P*)

a

b

Fig. 1 Schematic example showing two different strategies to restrain simula-
tions using experimental data. When performing a molecular simulation, sam-
ples from a prior distribution, P0, are generated, using, for example, the
Boltzmann distribution from a Molecular Dynamics (MD) simulation. When a
calculated average h�iP 0 does not match the experimental measurement, it is
possible to use the experimental data to modify the prior distribution, resulting in
new, optimized probability distribution P∗ (also called the posterior). The new
average h�iP∗ matches the experimental data with some level of uncertainty.
Different strategies to derive the posterior distribution are possible. (a) A
common choice is to require all individual molecular conformations to match
the experimental data within uncertainty. (b) In the ME formalism, P∗ is instead
the minimal modification to P0 that brings the calculated averages to match the
experimental data, resulting in the optimal combination between simulations
and experiments

220 Sandro Bottaro et al.



systems are structurally very heterogeneous, and when the experi-
mental measurements have nonlinear dependencies of the confor-
mational properties.

Maximum-entropy (ME) [12] approaches treat experimental
data as time/ensemble averages, and make it possible to combine
the physico-chemical information derived from the simulation with
experimental knowledge. In its basic implementation, however, the
ME formalism does not take uncertainty and noise into account.
Recently, it has, however, been shown how to generalize ME to
take into account the uncertainty associated with the experimental
data [10, 13, 14].

There are two principally different ways of combining the
experimental data and molecular force field to generate the ME
ensemble [11]. One set of methods uses the experimental data
directly as restraints during the simulations, thus generating sam-
ples directly from the target probability distribution. An advantage
of this approach is that one can focus sampling efforts only on the
most relevant regions of conformational landscape, but comes at
the cost of both additional complexity in simulation software and a
requirement that the experimental data can be calculated rapidly
from molecular conformations and with analytical gradients. The
second approach uses standard simulation methods to generate a
conformational ensemble, which is then reweighted afterwards
using the experimental data to generate a weighted ensemble repre-
senting the target probability distribution P∗. The advantages of
this approach include its simplicity, the fact that it can easily be
combined with numerous methods for enhanced sampling, and
that one can use rather complex models for calculating experimen-
tal observables [15]. It is this second method that is the focus of
this paper.

Thus, we here describe a procedure to apply the ME approach
to existing simulations sampled from some prior probability distri-
bution. The procedure is in essence identical to the Bayesian infer-
ence of ensembles (BioEn) [10, 16, 17], also originally called
ensemble refinement of SAXS (EROS) [18, 19], that consists in
finding the set of weights that maximize a functional that ranks
configuration space distributions. Here, we explicitly make use of
the ME formalism: this makes it possible to simplify considerably
the minimization problem [13, 20]. For ease of reference, we
refer to our approach as Bayesian/MaxEnt (BME) reweighting.
Note that equivalent or similar reweighting schemes have been
used to construct conformational ensembles in biomolecular con-
texts [21–27].

We begin by briefly describing the underlying theoretical prob-
lem, and then exemplify the procedure on a two-dimensional toy
model. We then proceed with providing a step-by-step guide for
two examples showing how to combine (1) NMR data with MD
simulations of a single-stranded RNA tetranucleotide, and
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(2) SAXS data with both atomistic and coarse-grained simulations
of a dynamic, two-domain protein. In these examples we also show
how to use the optimized weights to calculate other structural
properties, thereby providing a more accurate description of the
system of interest. Throughout the examples we use our Python
library called BME, which is freely available at https://github.com/
KULL-Centre/BME under the GNU GPLv3 license, and where
the reader may also find detailed step-by-step guides and examples.

2 Theoretical Background

We consider the case in which one samples molecular conforma-
tions, x, from a prior distribution P0(x). Sampling can be per-
formed using, e.g., MD simulation with an atomistic force field or
Monte Carlo simulations with a coarse-grained model. In practice,
our model P0 is only an approximation of the “true” (but generally
unknown) probability distribution PTRUE. Depending on the sys-
tem, PTRUE may be characterized by a single dominant state (as in a
structured protein) or by several distinct states with different popu-
lations, as in single-stranded RNA or intrinsically disordered pro-
teins. Because of model inaccuracies, P0 and PTRUE may differ: In
these cases averages calculated from simulations hFcalci may not
agree with corresponding experimental measurements F exp .

In the BME approach, one seeks a new probability distribution
P∗ with the following properties:

– It maximizes the relative Shannon entropy:

SRELðP jjP0Þ¼ �
Z

dxPðxÞ log PðxÞ
P0ðxÞ

� �
ð1Þ

– It matches m experimental restraints F
exp
i within a tolerance, Ei,

determined via some error model (see further below):

hFcalc
i þ Eii ¼ F

exp
i i ¼ 1 . . .m ð2Þ

– It is normalized: Z
dxPðxÞ ¼ 1 ð3Þ

Note that there are in principle no restrictions on the number
(m) and type of experimental restraints: one can, e.g., combine
hundreds of 3J scalar couplings with NOE data and SAXS measure-
ments at the same time. In practical cases discussed here m is in the
order of 101–103. The relative entropy SREL(P||P

0) is the negative
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Kullback-Leibler divergence [7, 28, 29]: The probability distribu-
tion that maximizes the relative entropy can then be considered as
the smallest modification to P0, where the notion of distance in
probability distribution space is given by the Kullback-Leibler
divergence. A direct link to Bayesian statistics is provided by the
observation that the Maximum Entropy distribution is the most
probable probability distribution compatible with the data [30].

Here, we consider the discrete case where a finite number of
configurations x1. . .xn have been sampled from the prior distribu-
tion P0. The integrals in Eq. 1–3 can then be written as summations
over the n configurations with corresponding weights w0

1 . . .w
0
n, so

that hFcalc
i i ¼ Pn

j¼1wjF iðxj Þ.
For methods such as standard MD or MC simulations that

generate samples directly from the Boltzmann distribution defined
by the force field, the initial weights are uniform
(w0

j ¼ 1=n; j ¼ 1 . . .n ). When using biasing techniques such as
umbrella sampling [31] or metadynamics [32], they are
non-uniform, and have to be estimated using standard techniques
prior to using BME (see Note 1).

It can be shown [7, 12, 13, 29] that the weights fw∗
1 . . .w∗

n g
that satisfy Eqs. 1–3 are given by

w∗
j ¼ 1

Z ðλ∗Þw
0
j exp �

Xm
i

λ∗i F iðxj Þ
" #

ð4Þ

where the normalization Z is defined as

Z ðλ∗Þ ¼
Xn
j¼1

w0
j exp �

Xm
i

λ∗i F iðxj Þ
" #

ð5Þ

and λ∗ ¼ λ∗1 . . . λ∗m is a set of Lagrange multipliers (one per experi-
mental restraint).

When assuming that uncertainties are modeled by independent

Gaussian distributions, i.e., PðEiÞ/ expð � E2i
2θσ2

i

Þ , the Lagrange

multipliers are determined by minimizing the following function
[13, 29]:

ΓðλÞ¼ log ðZ ðλÞÞ þ
Xm
i

λiF
exp
i þ θ

2

Xm
i

λ2i σ
2
i ð6Þ

Here, σi is the uncertainty on the restraint F
exp
i and includes

experimental errors and inaccuracies introduced by the calculation
of the experimental quantity from a structure (i.e. the forward
model).

Because this combined uncertainty is not always known accu-
rately, a global scaling parameter, θ, is introduced [18]. When θ is
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large, all σ are multiplied by a large factor, and in the limit θ!1
this corresponds to no confidence in the experimental data and
reverts to the prior distribution. Conversely, a perfect match with
experimental data is achieved when θ¼0. Note that when
σ¼0 Eq. 6 reduces to the maximum-entropy solution with no
error treatment.

It has been shown that the optimal weights w∗
j obtained in

this way correspond to the weights that minimize the function
[10, 18]:

Lðw1 . . .wnÞ ¼ m
2
χ2ðw1 . . .wnÞ � θSRELðw1 . . .wnÞ ð7Þ

In this equation, the reduced χ2 quantifies the agreement with
the experiments:

χ2ðw1 . . .wnÞ ¼ 1
m

Xm
i

ðPn
j wjF iðxj Þ � FEXP

i Þ2

σ2i
ð8Þ

and the relative entropy term SREL ¼ �Pn
j wj log

wj

w0
j

� �
mea-

sures the deviation from the initial weights w0.
Few items are worth highlighting. First, the function L in Eq. 7

can be interpreted as a “pseudo free-energy”, where χ2 plays the
role of enthalpy, SREL is the entropy, and the parameter θ is the
temperature. At high temperature (large θ) the entropy dominates,
while in the limit θ!0 all that matters is to minimize the deviation
between experiments and simulation. We note also that θ is intro-
duced as a global scaling parameter for all the data, and thus scales
the uncertainty of all data uniformly.

An important practical point to note is that while Eq. 7 is more
easily interpretable, it may in practice be difficult to minimize if the
number of weights, determined by the number of conformations n,
is large. One approach previously employed has thus been to cluster
the conformations prior to reweighting, thus reducing the number
of weights that need to be determined, but at the same time also
losing details present in the original ensemble. Since the Bayesian
and Maximum Entropy with error formulations are mathematically
equivalent, it is thus in some, but not all [17], cases more conve-
nient to minimize Γ(λ) in Eq. 6 rather than Eq. 7, because the
number of experimental measurements, m, is typically much smal-
ler than the number of frames, n.

3 Toy Model

We illustrate the application and outcome of the above-described
reweighting procedure on a two-dimensional toy model (Fig. 2a).
We construct a model with three states (S1, S2, S3) defined
by PTRUE(x, y), that here represents the “true” probability
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Fig. 2 BME reweighting illustrated using a 2D model. (a) PTRUE(x, y) (gray scale) and prior distribution P0(x, y)
(orange/red). Both distributions are characterized by three states (S1, S2, S3), but with different populations.
The boundaries between the states are shown as dashed lines and are used to calculate the probabilities for
the three macrostates, but are not needed in the reweighting analysis. The marginal distributions along x and
y are shown as black or red lines. The average x, y position calculated from P0 (red star) is not compatible with
the one calculated from PTRUE (black dot), nor with a hypothetical experimental measurement of hxi and hyi
with associated uncertainty (dark purple square). (b) The effective fraction of frames left after reweighting is
shown versus χ2 for different values of the parameter θ. In this case χ� 1 is obtained using θ¼ 3. (c) The
histogram calculated using the optimized weights w∗ with θ¼ 3 is shown in blue and overlaid on PTRUE (gray
scale). The new average (blue star) is, per construction, in better agreement with the experimentally measured
average position, and also closer to the “true” average. (d) Table reporting the average x, y position and the
population of the three states S1, S2, S3 for the “true” model, calculated from the prior P0, and after
reweighting using θ¼ 3 and θ¼ 0. (e) Values of the optimized weights w∗. The state corresponding to the
weights is indicated in the labels, and for visualization purposes the samples were sorted so that samples from
the same state are shown together
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distribution (shown in gray/black). We then assume that it is
possible to measure, with some error, the average of the x and
y coordinates, shown as a dark purple square with error bars in
Fig. 2a. We then construct a prior distribution P0(x, y) that has the
same three states as PTRUE, but with different populations (red
lines). P0 corresponds, for example, to a situation in which the
molecular force field is inaccurate. We sample n¼105 (x, y) coor-
dinates from P0, and calculate the average position Fcalc

1 ¼Pn
j¼1w

0
j xj , F

calc
2 ¼ Pn

j¼1w
0
j yj . By construction, the calculated

averages (red star) are not identical to the “true” averages (black
sphere), and the differences to the experimental estimate of these
average are greater than the “experimental” error (here arbitrarily
chosen).

Given the initial weights w0¼1/n of each sample, and the
“experimentally” measured values and uncertainties, we minimize
Γ(λ1, λ2) (Eq. 6) and find the optimal weights w∗ defined via Eq. 4.
This procedure is repeated for different values of θ. At high values
of θ, the entropy term dominates and the weights are close to their
initial (uniform) values. As θ is decreased, the weights become less
uniform as they are reweighted to find a combination to match the
experiment better (decrease χ2). This decrease in “flatness” of the
weights corresponds to a decrease in the number of frames that
effectively contribute to the calculated averages, and can be quan-
tified by the “effective fraction of frames” Nef f ¼ exp ðSRELÞ. We
thus find it useful to plot Neff versus χ2 to illustrate the balance
between the requirement of fitting the data well (low χ2) and
minimally perturbing the prior distribution (large Neff) (Fig. 2b).

Inspection of this plot shows as expected that when θ!0 we
achieve a very good agreement between simulation and “experi-
ments” (χ2!0). At the same time, we introduce a large perturba-
tion to the prior probability distribution P0, so that the relative
entropy is a large, negative number and the effective fraction of
frames becomes small. In the limit of large θ, instead, χ2 approaches
the initial value obtained when sampling from P0, the new weights
w∗ are close to w0 and thus the number of effective frames Neff

approaches 1. A practical solution to the trade-off between the two
limits can be found by scanning different values of the parameter,
starting from a large number, until a further decrease in θ does not
result a significant decrease in the associated χ2. Such a procedure,
often termed finding the “elbow” of the curve (and similar to
L-curve selection in other regularization techniques), provides a
range of viable values for θ: in the toy model, for example, one
could pick θ¼3, that leads to a χ2�1 for both x and y coordinates.
After fixing θ¼3 we can observe the modification to the probability
distribution introduced by reweighting (Fig. 2c). First, the
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calculated average (blue star) is, per construction, closer to the
experimental average (within a level set by the uncertainty). Addi-
tionally, the reweighted (blue) and “true” distribution (gray) are
more similar to one another than the prior and true
distributions are.

In this toy model we have three distinct states, whose popula-
tion can be calculated by summing the weights of the samples
belonging to each region. In Fig. 2d we report these population
for the “true” model, for the prior distribution P0 and after
reweighting with θ¼3 and θ¼0. We note that this kind of cluster-
ing into states is not a part of the actual reweighting procedure, but
may be useful in the subsequent analyses. We can see that the
population of state S1 decreases from 55% in the unreweighted
ensemble to �25% in the reweighted one. The population of S3,
instead, is increased from 5% to 40%, substantially closer to the
“true” population of 50%. Note that it is in principle possible to
obtain a better agreement with experiments by letting
θ!0 (Fig. 2d). In a realistic scenario this would not be advisable,
since experimental quantities are not known with infinite precision,
and setting θ¼0 effectively corresponds to ignoring the uncertain-
ties in the experiments and forward models.

Finally, it is instructive to plot the individual weights w∗ for
each sample (Fig. 2e). In agreement with the population shift
described above, we can see that all samples belonging to state S1
are down-weighted with respect to the initial weights w0, while the
opposite effect happens to samples belonging to S3.

As is clear from the example above, the BME reweighting
procedure enables the reconstruction of an ensemble that is
aimed to be closer to the “true” ensemble by combining the
imperfect prior model with the experimental data. Before proceed-
ing to discuss applications in molecular simulations and structural
biology, we note, however, that there might occur situations in
which the reweighting approach described here would provide
incomplete or wrong result. More precisely, we highlight four
possible sources of problems:

– Insufficient sampling. If sampling is not exhaustive, relevant
states are not explored, and thus it is not possible to estimate
with any certainty their weights after reweighting. This observa-
tion is equivalent to the well-known problem of large uncertain-
ties in estimating free energies between states with little overlap.
In such cases a small θ (corresponding to a small Neff) could be
required to achieve a reasonable agreement between simulations
and experiments. As a consequence, most of the optimized
weights are vanishingly small, and a small set of weights dom-
inates the ensemble. In this situation, longer simulations or the
use of enhanced sampling techniques is necessary, and could,
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e.g., be guided by the structures whose weights are increased at
intermediate values of θ. In practice, the prior that enters the
reweighting approach is not the full distribution, P0, but rather
our estimate of this from the finite samples representing the
starting ensemble. Best practices and metrics for the quality
control of the reweighted ensembles have recently been
discussed [33].

– Inaccurate force field. The reweighting approach relies on the
accuracy of the prior distribution, in particular when the data is
sparse and noisy. One can imagine, for example, the case of a
uniform prior distribution over x, y (within some range) in the
toy model. A small modification to this distribution would lead
to a very good agreement with the experimental data, but would
not be close to the “true” probability distribution. Indeed, the
BME formalism is not guaranteed to give the best model possi-
ble. Instead, it provides the least biased model that takes into
account all the knowledge we have of the system, encoded both
in the (potentially inaccurate) force field and the (noisy and
sparse) experimental data, and no more than this information.
If more information were available or assumed (such as assuming
that the ensemble is narrow), this should preferably be encoded
and input into the model.

– Inconsistent or wrong experimental data. When data are incon-
sistent, the reweighting approach might fail in obtaining
improved agreement with all experimental data. For example,
in our previous work we have identified spectral overlaps by
noticing that a subset of NOE distances could not be reweighted
[20]. In certain cases, the presence of inconsistent data points
could be detected via cross-validation. In general, however,
there is no guarantee that erroneous data cannot be fitted with
an erroneous ensemble, and indeed ensemble fitting can be
prone to such “overfitting” to erroneous data. When very
small values of θ are needed to fit the data, this can be a sign of
either a poor prior, underestimation of the uncertainty in the
data, or actual errors in the experiments.

– Non-informative experimental data. There might be situations
in which the available experimental data cannot substantially
correct the inaccuracies of the model. In the toy model, this
would correspond, for example, to knowing the average
y position but not x. In such a situation, the “true” population
of state S3 could not be determined very accurately because the
average x position carries information on the relative popula-
tions of S1+S2 with respect to S3. In practice for high-
dimensional systems such as biomolecular ensembles, the situa-
tion is more complex. Indeed, most experimental measurements
are sensitive to some, but not other aspects of the distribution of
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conformations, and generally there are many more degrees of
freedom than experimental observations. Indeed, it is this
underdeterminism that necessitates the use of the prior model,
but the user should be aware that not all data provide equal
amounts of information.

In realistic cases, these problems can occur simultaneously, and
can sometimes be difficult to disentangle. We also stress that BME
is inherently an ensemble refinement procedure [18], and the
successful use of this approach depends on the amount/quality of
experimental data, on sampling, and on force field accuracy. Fur-
ther discussions of problematic situations in ME approaches are
also found in Refs. 6, 10, 29.

4 BME Software

4.1 Requirements,

Download and

Installation

The BME package requires Python�2.7 or Python�3.6 with
NumPy [34] and SciPy [35] libraries, and it is freely available at
https://github.com/KULL-Centre/BME. The package can either
be downloaded as a zip file or cloned using git (www.git-scm.com).
Using the software requires a basic understanding of the Python
language. BME also does not provide functionality to execute or
directly extract conformational properties (distances, angles, etc.)
from molecular simulations; instead, the user is expected to have
such properties calculated before using BME.

4.2 Combining NMR

Data with MD

Simulation of RNA

Following the above introduction of the BME method with the
two-dimensional toy model, we now proceed to describe how to
obtain the conformational ensemble of an RNA tetranucleotide
using atomistic MD simulations in combination with experimental
data from nuclear magnetic resonance (NMR) spectroscopy. The
code to perform the analysis shown below and to produce all the
figures in this example can be found in the notebook folder on the
github repository (https://github.com/KULL-Centre/BME/
tree/master/notebook), both as a Jupyter Notebook and in
HTML format. The procedure can be summarized in four steps:
(1) Data collection and preparation, (2) Minimizing Γ and param-
eter selection, (3) Cross validation, and (4) Interpretation of the
weights and of the reweighted ensembles.
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Step 1: Data Collection and Preparation: The first step is to
collect and format experimental and simulation data necessary for
BME reweighting. The experimental data file contains a list of
averages and associated uncertainties. In our example of an
RNA tetranucleotide with sequence CCCC, 26 3J scalar couplings
have been measured, and are stored in a file with the following
format:

The first line is a header that specifies the type of input data and
the type of prior on the error. Currently, the BME software specifi-
cally supports the following data types: scalar couplings (JCOU-
PLINGS), nuclear Overhauser effect (NOE), chemical shifts (CS),
small-angle X-ray scattering (SAXS), and generic distance restraints
(DIST). See also Note 2. Only a Gaussian (GAUSS) error prior is
implemented in the current version of the BME software. The first
column is a user-defined label and in this case indicates the atoms
involved in the measured 3J scalar coupling. The second column is
the experimental value and the third the associated uncertainty.
Inequality restraints (e.g., upper/lower) NOE boundaries can be
specified (see Note 3). Degenerate and ambiguous NOEs cannot
currently be handled. In our example, experimental data are taken
from a previous study [36], but one can also retrieve the data for a
system of interest from public repositories such as the BioMagRes-
Bank (BMRB: www.bmrb.wisc.edu) or from .mr files in the protein
data bank (PDB). The user is expected to process such data to be in
the input format for BME.

The other information required for reweighting are the values
of the experimental observables calculated from simulation. We
here consider an extensive MD simulation of the CCCC RNA tetra-
nucleotide taken from our previous study [20], and for each of the
n¼20, 000 frames we calculate the m¼26 scalar couplings using
Karplus equations. The data is stored in a file with n rows andm +1
columns:
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The first column is user-defined and can, for example, be the
frame number. The other columns report the calculated values of

the experimental quantities, so that FCALC
1,1 is the scalar couplings

C1-H1H2 calculated for frame 1, FCALC
1,2 is C1-H2H3 for the same

frame, and so on. The number of frames n can be on the order of
tens or hundreds of thousands: there are in principle no restrictions
on n since the complexity of the problem is mostly determined by
the number of experimental restraints m. Note also that the calcu-
lation of the experimentally probed quantities is performed only
once, and any type of forward model can be used [37], as long as
the calculated values can be written as a weighted average over the
input configurations (see Note 2).

In Fig. 3a we show in gray the m¼26 experimental measure-
ments, sorted by magnitude for visualization purposes. The
averages calculated using n¼20, 000 frames from the simulation
are shown in red. Simulations and experiments do not agree
perfectly: in this case, at least four calculated averages appear to
be significantly different from the experimental measurements.

Step 2: Γ Minimization and θ Selection: Given the data described
above we proceed by “adjusting” the simulation by assigning new
weights to each frame. The new weights are such that the new
computed averages are compatible with the experimental ones
given as input. In practice, this is achieved by minimizing the func-
tion Γ defined in Eq. 6 with respect to the m¼26 Lagrange
multipliers. In our implementation, we use the limited memory
Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) optimization algo-
rithm implemented in the SciPy library. Since the analytic gradient
can easily be calculated, the optimization is computationally inex-
pensive and typically takes seconds on a standard desktop computer
with m�102 and n�104–105. The optimization returns m values
for λ (in this case m¼26, the number of experimental restraints)
that are used to calculate a weight for each frame via Eq. 4. By
definition, the optimal weights improve the agreement with input
experimental data. Different types and sources of data can be used at
the same time (seeNote 4). As described in the previous section, we
then scan different values of the parameter θ, and consider how the
fraction of effective frames Neff and χ2 varies as a function of this
parameter.

In our RNA tetranucleotide example (Fig. 3b), a small value of
θ corresponds to a better fit with scalar couplings (low χ2), but
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Data collection
- experimental averages and uncertainties
- back-calculate experimental data from simulation
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Fig. 3 Experimentally restrained simulation of an RNA tetranucleotide. (a) Experimental 3J couplings (gray)
compared to calculated averages using the original MD simulation (prior distribution, shown in red). Error bars
indicate experimental uncertainties (gray bars) or the standard error of the mean estimated using five blocks
(red bars; typically, smaller than the point). (b) Neff versus χ

2 plot using scalar couplings restraints for different
values of θ, and cross-validation using NOEs. (c) Experimental NOEs (gray) compared to calculated averages
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obtained at the cost of a large drop in relative entropy and hence
only a small effective fraction of frames used. Using a large θ,
instead, we approach the χ2 of the prior distribution. In this case
one can identify useful values of θ in the range 2–10, corresponding
to the “elbow” region in the Neff versus χ

2 plot.

Step 3: Cross-Validation: When possible, it is recommended
(at least initially) to split the experimental data into some used in
optimization and some used for cross-validation. In our example,
we monitor the agreement between calculated and experimental
averages of 26 available NOE measurements that were not used as
input for reweighting. By default, NOE data are treated using r�6

averaging: the exponent can be changed within the program (see
Note 5). The agreement with NOE distances has a clear minimum
around θ¼10 (Fig. 3b). Note that when θ¼0.1 the χ2 relative to
the NOEs is high, meaning that enforcing a tight agreement with
scalar couplings is detrimental. Here, we choose θ¼2 as it provides
improved agreement with scalar couplings without a dramatic drop
in Neff. Having fixed θ¼2, it is possible to use the optimal weights
to calculate the NOE averages before (red) and after (blue) optimi-
zation (Fig. 3c).

Step 4: Structural Interpretation: In order to understand how
the new weights affect the original MD conformational ensemble,
it is useful to calculate the distribution of various structural para-
meters. As an example we show the histogram of the eRMSD
[38, 39] from a reference A-form helix of both the original MD
simulation (prior) and the restrained one (Fig. 3d). The eRMSD is
a structural distance which has been designed to overcome the
limitations of standard RMSD calculations in nucleic acids, and
can be considered as a contact-map in which both distance and
orientation between nucleobases are taken into account. The effect
of the experimental restraint is to favor the presence of structures
closer to A-form, as also described in our previous work [20]. From
the reweighted histogram it is possible to calculate the population
of the different substates shown in Fig. 3e that were generated by
extracting structures from the original trajectory with the probabil-
ity given by the optimized weights.

4.3 Combining SAXS

Data with Simulation

of Proteins

We now proceed to apply the BME method and software on a
larger, more complex system with less informative experimental
data. In particular, we show the results for a two-domain protein

�

Fig. 3 (continued) using the original MD simulation (red) and after reweighting using scalar couplings data
(blue). (d) Histogram of the eRMSD from an A-form RNA structure calculated from the original MD simulation
(red) and after reweighting (blue). The three peaks roughly correspond to three different conformations, shown
in panel (e)
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Fig. 4 SAXS refinement of coarse-grained and atomistic simulations of a flexible two-domain protein. Left (a,
c, e, g), refinement of a coarse-grained MARTINI 3.0b simulation with an elastic network force constant of
500 kJ/(mol nm2). Right (b, d, f, h), refinement of an atomistic simulation using the a99SB-disp force field. (a,
b) The black structure is the starting configuration, and the blurred blue illustrates the sampled configurational
space for each simulation by showing every fifth frame in the simulation aligned to the (bottom) NTD domain.
(c, d) Calculation of SAXS data from the original MD simulations and the refined ensembles are compared to
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that shows substantial structural heterogeneity of the relative ori-
entation of the two domains, and describe how we can refine our
molecular simulations by reweighting against small-angle X-ray
scattering (SAXS) data. The reweighted ensemble in turn allows
us to improve our description of the dynamical domain–domain
motions. As object for our study we chose the protein sf3636 from
the bacterium Shigella flexneri 2a. Previous studies have shown that
the protein consists of two structural domains (NTD and CTD),
with substantial interdomain motions as probed via different
experiments including SAXS [40], thus providing a good example
for applying BME to proteins.

Because large-scale motions in proteins might be difficult to
sample with conventional simulations, they are attractive targets for
coarse-grained (CG) simulations. Specifically, we here applied a
recently updated parameterization of the Martini CG model
[41]. In line with standard recommendations for studying protein
dynamics with Martini, we applied harmonic restraints to keep each
of the folded domains relatively rigid [42], whereas no restraints
were applied between pairs of atoms spanning between the NTD
and CTD. We performed a 4 μs long simulation using MARTINI
3.0beta with the force constant for the harmonic restraint set to the
default 500 kJ/(mol nm2) using the Gromacs software [43] and
standard settings. We analyzed and reweighted an ensemble con-
sisting of 8000 structures from the simulation by taking each
500 ps frame (Fig. 4a).

For comparison, we also performed an all-atom, explicit solvent
simulation using the a99SB-disp force field [44]. This force field has
recently been parameterized to provide an accurate balance
between protein–protein and protein–water interactions, and thus
should be particularly useful for looking at transient interactions
between the two domains. Specifically, we performed a 2 μs long
simulation using a time step of 2 fs, a temperature of 298 K and
1 bar pressure with the velocity rescaling thermostat [45] and
Parrinello-Rahman barostat [46]. We analyzed and reweighted an
ensemble consisting of 20,000 structures from this simulation by
taking one frame every 100 ps in the simulation (Fig. 4b).

We used Pepsi-SAXS [47] to calculate the SAXS data for each of
the extracted structures from the two simulations (Fig. 4c, d). In
the case of the Martini simulation we first used standard approaches
to reconstruct all-atom models from the CG beads [48]. As Pepsi-
SAXS has several free parameters whose values may vary between
proteins, we estimated these values from the ensembles. Because

�

Fig. 4 (continued) the experimental data. (e, f) Evaluating the effect of the global scaling parameter θ to
balance the prior (force field) and the experimental data. For the atomistic simulation we chose θ¼ 30, and for
the coarse-grained simulation we chose θ¼ 100. (g, h) Analysis of the effect of reweighting against
experimental data on the interdomain distance
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optimizing the values from each conformation might lead to sub-
stantial overfitting, we instead used an approach where we (for each
ensemble) used the average value of such-optimized Pepsi-SAXS
parameters over the entire ensemble and reran Pepsi-SAXS with
these parameters fixed. We then compared the ensemble-averaged
SAXS data from the atomistic and the coarse-grained ensembles
with previously determined experimental values [40]. The results
show that while both simulations are in reasonably good agreement
with experiments, the all-atom simulations appear to provide a
better description of the structure and dynamics in sf3636
(Fig. 4c, d).

Despite the good overall agreement, both simulations show
systematic discrepancies with experiments, in particular at low-to-
intermediate values of q. We thus use the BME procedure to refine
the simulations of sf3636 against the SAXS data. Here, the experi-
mental input file and the simulation input file with SAXS calcula-
tions for each frame in the ensemble have the following formats.

Experimental file format:

Simulation SAXS file format:

We determine the χ2 between the calculated and experimental
scattering intensities over all scatter vector points, qi, in the range
0.006–0.3 Å�1. Because of difficulties in estimating or obtaining
accurate errors in scattering intensities the absolute value of χ2 may
also be difficult to interpret for a SAXS experiment [49]. Thus, for
each ensemble we analyzed the Neff-vs-χ

2 plot to find a value of θ
that reflects the compromise between the prior (simulation) and
the data (Fig. 4e, f). From these we choose θ¼30 for the all-atom
simulation and θ¼100 for the coarse-grained simulation, and the
resulting calculated SAXS curves are, as expected, in much better
agreement with experiment (Fig. 4c, d).

With the optimized weights it becomes possible to analyze
other properties of the conformational ensembles. As an illustra-
tion, and following the previous study of this protein [40], we
analyzed the distribution of the interdomain distance, quantified

236 Sandro Bottaro et al.



as the distance between the centers of mass of the NTD and CTD.
The resulting histograms show that the reweighting in general has
the effect of increasing the interdomain distances, suggesting that
despite recent force field improvements for both coarse-grained
and all-atom MD simulations they might still overestimate pro-
tein–protein interactions. Thus, the BME approach has the poten-
tial for making the resulting ensembles more robust than those
from the unbiased simulations, thereby removing some of the
uncertainty coming from the imperfect force fields.

5 Notes

1. When using biasing enhanced sampling techniques such as
umbrella sampling or Metadynamics, the weights of the prior
distribution are not uniform, i.e. w0

j 6¼ 1=n. The BME reweight-
ing approach can be applied in this case by specifying the initial
weights, as described in the Jupyter notebook: Notes, Note 1.

2. The BME software can easily be extended to include additional
types of experimental data that can be calculated as the average
over the weighted contribution from each frame. Indeed, for
data types not explicitly supported it may be possible to use one
of the current functionalities as long as the averaging is the
same. Experimental data that depend also on global parameters
that need to be optimized are, however, currently not sup-
ported. Data that depend on temporal correlations (e.g.,
kinetic data) are also not supported.

3. For NOEs, it is possible to specify upper/lower boundaries
instead of average values. In such cases, the restraint is applied
only if hF calci is larger/smaller than FEXP. This information can
be specified by flagging the experimental data file in the follow-
ing fashion:

A practical example is given in the notebook Jupyter Notes,
Note 3.

4. Multiple data types (NOE, couplings, chemical shifts, etc.) can
be used simultaneously as restraints. A practical example is
shown in the Jupyter notebook Notes, Note 4.

5. For most types of experiments, the ensemble-averaged value is
simply a linearly weighted average over the values calculated for
each frame, e.g. for scalar couplings hJ CALCi ¼ Pn

j¼1wjJ
CALC
j .

When using NOE data, however, the experimental data has to
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be specified as a distance rEXP, and the imposed restraint is
proportional to the volume of the corresponding peak in a
NOESY spectrum, i.e. V =c ¼ ðrEXPÞ�p ¼ Pn

j¼1wj ðrCALCj Þ�p
.

The power p is by default set to 6, but it can be set to a different
value (e.g., 3 [50]) using the keyword POWER in the header of
the experimental data file.
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37. Ángyán AF, Szappanos B, Perczel A, Gáspári Z
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Chapter 16

Evaluation and Selection of Dynamic Protein Structural
Ensembles with CoNSEnsX+

Dániel Dudola, Bertalan Kovács, and Zoltán Gáspári

Abstract

Understanding protein function at atomistic detail is not possible without accounting for the internal
dynamics of these molecules. Ensemble-based models are based on the premise that single conformers
cannot account for all experimental observations on the given molecule. Rather, a suitable set of structures,
representing the internal dynamics of the protein at a given timescale, are necessary to achieve correspon-
dence to measurements. CoNSEnsX+ is a service specifically designed for the investigation of such ensem-
bles for compliance with NMR-derived parameters. In contrast to common structure evaluation tools, all
parameters are treated as an average over the ensemble, if are not themselves an ensemble property like
order parameters. CoNSEnsX+ is also capable of selecting a sub-ensemble with increased correspondence to
a set of user-defined experimental parameters. CoNSEnsX+ is available as a web server at http://consensx.
itk.ppke.hu, and the full Python source code is available on GitHub.

Key words Protein internal dynamics, Ensemble selection, NMR spectroscopy, Chemical shift, Order
parameter, Residual dipolar coupling, Scalar coupling

1 Introduction

Description of the internal dynamics of proteins is key to under-
stand how they function. Dynamics can be studied by theoretical
methods such as molecular dynamics simulations as well as with
experimental approaches like NMR spectroscopy. Today, NMR
spectroscopy is the only method capable of providing information
on protein dynamics at the atomic/residue level and on multiple
timescales [1]. The most fruitful method of the interpretation of
NMR-derived parameters is the construction of structural ensem-
bles that are in reasonable agreement with the measurements
[2, 3]. Such ensembles can be generated by restrained molecular
dynamics or selection/reweighting of a structural ensemble

Zoltán Gáspári (ed.), Structural Bioinformatics: Methods and Protocols, Methods in Molecular Biology, vol. 2112,
https://doi.org/10.1007/978-1-0716-0270-6_16, © Springer Science+Business Media, LLC, part of Springer Nature 2020

Electronic supplementary material:The online version of this chapter (https://doi.org/10.1007/978-1-0716-
0270-6_16) contains supplementary material, which is available to authorized users.

241

http://crossmark.crossref.org/dialog/?doi=10.1007/978-1-0716-0270-6_16&domain=pdf
http://consensx.itk.ppke.hu
http://consensx.itk.ppke.hu


generated using theoretical methods. Chapter 15 of this volume
describes BME, a method for reweighting structural ensembles
derived from molecular dynamics calculations [4]. This chapter
describes CoNSEnsX+, a program for the quick visual evaluation
of the correspondence between experimental data and those back-
calculated from the ensemble [5]. CoNSEnsX+ is also capable of
performing a simple selection of a sub-ensemble that matches the
experimental parameters better than the originally submitted one.
The CoNSEnsX+ server is designed to work with data readily
obtainable from public databases such as the Protein Data Bank
and BMRB without further formatting. The server web page con-
tains some scripts that can be used to prepare input files that come
from other sources and do not necessarily match all the require-
ments of the formats accepted. Our source code is available on
GitHub (https://github.com/PPKE-Bioinf/consensx.itk.ppke.
hu) and can be used for a local install and/or further modifications
as needed. To simplify local deployments, a Docker Compose
configuration file is published in the source code repository,
which will pull and run the CoNSEnsX+ Docker images and will
automatically set up the dockerized database connection. This way
you can locally deploy a CoNSEnsX+ setup on any host which is
capable of running Docker. To parallelize longer calculations, the
user is encouraged to edit the Docker Compose configuration file
to start up more CoNSEnsX+ containers rather than increasing the
load on a single container.

In this chapter, we will use the term “back-calculation” to
describe the process where parameters that can be derived from
NMR measurements such as chemical shifts, scalar couplings, etc.,
are estimated/calculated from structural coordinates.

2 Materials

2.1 The CoNSEnsX+

Web Server

The CoNSEnsX+ web server is available at http://consensx.itk.
ppke.hu/. Test files are available by clicking on the “Usage” tab
on the right. Here, a link on a detailed description page is also
available, where a set of Perl scripts that might be helpful in input
data preparation are listed.

2.2 CoNSEnsX+

on GitHub

The entire underlining source code to the web server can be found
on GitHub under the link https://github.com/PPKE-Bioinf/con
sensx.itk.ppke.hu or by clicking on the top-right corner on the
CoNSEnsX+ web page. The GitHub description page also provides
information on the required content and format of the submitted
structure and experimental data files.
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3 Methods

3.1 Preparation

of Input Files

The CoNSEnsX+ method can take three files of input. A PDB
format structural ensemble file is mandatory. Please note that at
present CoNSEnsX+ supports only monomeric structures, i.e.,
multichain entries will not be processed. In addition, either an
NOE distance restraint list or an NMR parameter file, both in
NMR-STAR format, must be supplied to start a calculation (see
Note 1 on how files are read in). The input form of the server is
shown in Fig. 1. Care should be taken that the PDB, NOE, and/or
NMR parameter files have the same atom and residue nomencla-
ture. We recommend that all files conform to the BMRB atom
nomenclature as detailed below.

The PDB format file should contain multiple structural models
flanked by the “MODEL” and “ENDMDL” keywords. A PDB file
downloaded directly from the Protein Data Bank (www.rcsb.org)
and representing a structural ensemble determined by solution
NMR spectroscopy should usually work fine. Structural ensembles
obtained from molecular dynamics simulations or other modeling
approaches can also be used provided they contain the MODEL/
ENDMDL keywords and have atom names matching the parame-
ter file(s). It is also important that the PDB file should contain
explicit hydrogen atoms as they are required for the back-
calculation of most NMR parameters from structural coordinates.
If needed, explicit hydrogen atoms can be added using a molecular
modeling software. Note that the hydrogens added are not neces-
sarily expected to match the nomenclature present in the
NOE/NMR parameter files and additional adjustments are needed
to ensure compatibility as described below.

Fig. 1 Input form of the CoNSEnsX+ web server
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The NMR parameter file should be a standard NMR-STAR 3.1
format file used by the BMRB database. A file downloaded directly
from BMRB (http://www.bmrb.wisc.edu) should be OK. In prac-
tice, such a file might not contain all experimental data required for
the planned analysis, and the insertion of additional data (e.g.,
order parameters, scalar couplings, RDCs) might be needed. See
Chap. 14 on more details of the generation of NMR-STAR format
from formats used by common NMR data processing software.

The NOE distance restraint file should also be in NMR-STAR
format. Restraint files available from the structure pages of www.
rcsb.org denoted “v2 NMR restraints” can be used. Refer to
Chap. 14 for tools on data conversion, if necessary.

We strongly recommend visual inspection of the files to make
sure that the residue numbering and atom nomenclature of the files
match. There are a number of possible atom nomenclatures in use
(see http://www.bmrb.wisc.edu/ref_info/atom_nom.tbl), and it is
not always trivial that these match between the files. Note that there
might not be a 100% safe way to ensure such correspondence when
using files from an external source (e.g., a database). Below, we
provide a schematic protocol to obtain files that are usable with
CoNSEnsX+.

The first step is to obtain a PDB format structural ensemble
using one of the following steps: Download a structure file derived
from a solution NMR experiment from the Protein Data Bank, or
generate an ensemble with an MD run or other conformational
sampling technique such as Monte Carlo simulation. Save the
ensemble in PDB format, making sure that the coordinates for all
individual structures are separated by MODEL/ENDMDL key-
words. If necessary, add hydrogen atoms with a molecular model-
ing software (see Note 2 on adding hydrogens). To make sure you
have BMRB nomenclature, you might use the pdbfile2bmrbno-
menclature.pl script available from the CoNSEnsX+ description
page. Under Linux, it should be invoked as:

perl pdbfile2bmrbnomenclature.pl < ensemble.pdb >

ensemble_with_bmrb_nomenclature.pdb

This script ensures that geminal atoms (HB2/HB3, etc.) and
methyl groups in Val and Leu residues are properly named and the
stereospecific position is correct (pro-R or pro-S as specified in
http://www.bmrb.wisc.edu/ref_info/atom_nom.tbl). Note that
this script does not reprotonate the structure and thus will not
alter any geometry feature, all X-H bond lengths, H-X-H angles,
etc., will remain unchanged, and only atom names will be switched
if necessary.
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To use the server, an NMR parameter file and/or an NOE
distance restraint file in NMR-STAR format is also required. The
NOE distance restraint file used to determine the structure depos-
ited in the PDB is usually available from the PDB web site (www.
rcsb.org) by selecting the “v2 NMR restraint file” for download on
the page of the corresponding structure. All other NMR para-
meters such as chemical shifts are usually available from the
BMRB web page where a search using the corresponding PDB
ID should return the corresponding NMR-STAR file(s).
PDB-derived v2 NMR distance restraint files and BMRB-derived
parameter files use the BMRB nomenclature, and in general they
should match the numbering with the PDB-derived coordinate file.
However, if any conversions are needed, the atomcoverter_bmrb.pl
script can be used, available on the CoNSEnsX+ description page.
Care should be taken to specify the correct input format; if in
doubt, it is useful to consult the formats detailed on http://www.
bmrb.wisc.edu/ref_info/atom_nom.tbl or invoke the script with
the “-h” switch that will display the same table extended with
additional formats. The script can be used, e.g., to convert from
X-PLOR nomenclature to BMRB:

atomconveter_bmrb.pl –f XPLOR –t BMRB < input.str > output.str

Please note that this script provides a simple mapping based on
the nomenclature table. In contrast to PDB files, where the spatial
position of hydrogen atoms makes unambiguous stereospecific
assignment available, there is no such information in NMR-STAR
files. Thus, the exact correspondence between PDB and these files,
e.g., the proper naming of a stereospecific NOE restraint, relies on
the content of the original the NMR-STAR file, usually compiled
by the original depositor and the person performing the
conversion.

We strongly advise to check the correspondence of the residue
numbers/atom names between the files. Before uploading them to
the CoNSEnsX+ server, we recommend to have a look at each of the
files using a text editor and to check data for the two or three
N-terminal residues. They should have a matching chain ID and
residue numbers and the same atom names. Importantly, atoms for
which there is data in the NMR-STAR files should have a coordi-
nate line in the PDB file (see Note 3 for rare errors). This step is
especially important when the PDB, NOE, and BMRB files come
from different sources, e.g., the PDB file is the result of a molecular
dynamics simulation, or the BMRB file is generated directly from
experimental data and checked against a database-derived
structure.
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3.2 Brief Overview

of Calculating NMR

Parameters from

the Structures

in the Ensemble

Submitted

The CoNSEnsX+ web server calculates NMR parameters for each
structure in the submitted PDB ensemble. Types of parameters and
calculation methods are listed in Table 1. In principle, all supported
parameters are calculated for all atoms and atom sets that have a
corresponding experimental value in the input BMRB file. For the
NOE distance list, distances for all atom/group pairs listed are
calculated.

All calculated parameters are averaged for the full ensemble.
For all parameters except NOEs, single arithmetic averaging is used
(see Note 4 on RDCs). For NOE distances, r�6 averaging is used
across members of the structural ensemble unless the “use r�3

averaging” box is checked on the input page. For each structural
model, r�6 averaging is used to calculate effective distances involv-
ing more than two atoms, e.g., those involving methyl groups.

3.3 Output

of the CoNSEnsX+

Server for Ensemble

Evaluation

The result sheet is assigned a calculation ID shown at the top of the
page, and using this the results can be later accessed as a permalink
for a month. The main part of the result page details the correspon-
dence of the ensemble to the experimental data. Order parameters
that can only be interpreted as an ensemble property and NOE
violations are also calculated on the full ensemble (see below). The
correspondence to order parameters, chemical shifts, and coupling
constants is measured as correlation of experimental and back-
calculated data as well as an RMSD value. For RDCs, a Q-factor
is also provided. For these types of parameters, three kinds of plots
are generated (Fig. 2):

Table 1
NMR-derived parameters supported by CoNSEnsX+ and methods for the calculation from coordinates

Parameter
type

Atoms/groups
supported

Input file with
experimental
value Calculation method

Chemical
shift

Cα, Cβ, Hα, H, N BMRB
parameter file

SHIFTX [6]

Scalar
coupling

3JHNHα,
3JHNCα,

3JHNCβ,
3JHNC

BMRB
parameter file

Based on the Karplus equation with
choosable parameters [7, 8]

S2 order
parameter

Backbone (N-H,
CA-HA) and side-
chain methyl groups

BMRB
parameter file

Structures are superimposed using the
backbone atoms of the residues specified;
then, Eq. 1 in ref. 9 is used on the atoms
specified

Residual
dipolar
coupling

Any supported by PALES BMRB
parameter file

PALES [10]

NOE
distance

Hydrogen atoms and
groups

NOE distance
file

PRIDE-NMR [11] and individual distance
calculations
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Fig. 2 Example output diagrams of the CoNSEnsX+ web server, shown for Hα chemical shifts of the original
ensemble of the example described in Subheading 4. (a) Correlation plot of experimental and back-calculated
parameters. (b) Experimental and back-calculated parameters as a function of the sequence. The line
connecting the points only serves visualization purposes. (c) Plot of the correlations between experimental
and back-calculated data for each structure in the ensemble (blue line, ordered from worst to best) and the full
ensemble (back-calculated parameters averaged over all models and correlated with the experimental data,
green line). The average of per-model correlations is shown in red



1. A plot showing the experimental and the ensemble-wise back-
calculated parameters for each residue. This plot helps to iden-
tify the regions where the structures do not correspond well to
the experiments. It might not be expected that all factors con-
tributing to the experimentally observed values are recaptured
in a given ensemble. Outliers can be excluded from further
calculations and analysis or might indicate the need to recalcu-
late or refine the ensemble.

2. A correlation plot for the same data as in the plot above. This
can further help in identifying outliers and systematic differ-
ences between experimental and recalculated data.

3. A plot showing the correlation of the experimental and back-
calculated data for each structure in the ensemble. This plot
also shows the average of these correlations and the correlation
of the parameters obtained for the full ensemble (see Note 5).
In this way, the user can judge how the ensemble representa-
tion improves the correspondence to experimental data over
single structural models.

In the case of NOE restraints, the PRIDE-NMR score for each
structural model in the ensemble is returned as well as a diagram on
distance violations. However, the latter should be treated with
caution as NOE restraint lists in the PDB can contain scaled dis-
tances depending on the structure calculation software used (see
Note 6).

The CoNSEnsX+ server does not return a single measure of
ensemble goodness. This is because we think that it would not be
straightforward to combine the correspondence to experimental
data into one number, given the differences in the types, amount,
and precision of the available NMR parameters for different pro-
teins. In addition, an ensemble with a low overall score might still
reflect some parameters at a satisfactory level and still be suitable to
explain mechanistic features about the function of the given
protein.

3.4 Using

the Selection Feature

of CoNSEnsX+

After the first round of evaluation, CoNSEnsX+ offers a
sub-ensemble selection feature. This means that from the pool of
the structures in the original ensemble, a smaller set can be selected
that might correspond to the experimental parameters better than
the original ensemble. The user can select the parameters to be
included in this selection along with their relative weight on a scale
of 0–10. There is an option for “bulk selection” to include para-
meters of the same type (e.g., chemical shifts) with a single button,
which can naturally be modified for each parameter. The measure of
correspondence should also be chosen here.
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The selection procedure itself is a variant of a deterministic
greedy approach where the best individual structure from the
ensemble is selected first and additional conformers are added
gradually until the overall correspondence cannot be increased
further. The algorithm is capable of overcoming steps that actually
decrease the correspondence provided that subsequent additions
will result in a still better ensemble. This can be set with the
“Overdrive” parameter on the selection input page. See Note 7
for the interpretation of such selection results in more detail.

The results of the selection are summarized in a table where the
values of correspondence for the user-defined set of parameters are
shown for the original ensemble and the selected one. The selected
sub-ensemble is available for download as a PDB format file, in
which the individual structures can be uniquely mapped to those in
the original ensemble as the model numbers are retained for them
in the MODEL records of the PDB file. Also, the numbers of the
selected models are listed at the beginning of the PDB file in a
REMARK record.

A principal component analysis on the original ensemble is
performed (see Note 8 on details on this), and three plots showing
the distribution of structures along the first four principal coordi-
nates, 1–2, 2–3, and 3–4, are shown. On this plot, the points
corresponding to the structures retained in the selected
sub-ensemble are highlighted; thus, the user can visually investigate
how well the sub-ensemble maps the conformational space repre-
sented by the original set of structures.

3.5 BME Support

in CoNSEnsX+
The current version of CoNSEnsX+ provides basic support for
BME applications (Chap. 15). Simple input generation for BME
is performed: after a round of evaluation, input files containing
chemical shifts and scalar couplings are generated that can be used
in a subsequent BME calculation. In addition, the user might
provide a set of BME-derived weights along with the input ensem-
ble, and in this case the weighted averages are calculated and
reported for these parameters. Note that these features do not
provide full compatibility with BME but are intended to help the
user evaluate different approaches to generate ensembles
corresponding to experimental data.

4 Example Application

As an example, here we provide a test case derived from our previ-
ous work on parvulin-type peptidyl-proline isomerases. The protein
chosen is Staphylococcus aureus PrsA, for which we have generated a
structural ensemble [12] intended to reflect its fast (ps-ns) motions
by incorporating backbone S2 order parameters into multi-replica
simulations according to the MUMO protocol [13]. For the
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purposes of this example, we have selected the first 80 conformers
of this ensemble. It should be noted that these structures do not
represent the structural differences deduced from the combined
ensembles analyzed in [12]. We have omitted the first seven resi-
dues from the N-terminus, as these are the most mobile regions and
dominate the motions detected by PCA obscuring functionally
more relevant internal motions. We use an NMR-STAR file that is
a modified version of BMRB entry 15628, simplified to contain
only the chemical shifts but with the backbone S2 restraints added.
Data for the first seven residues were also deleted from this file.

For the example calculation, the user can upload the ensemble
in PDB format, 2jzv_mumo_test.pdb along with the BMRB str file,
2jzv_test.str, to obtain information about the correspondence of
the ensemble to the parameters. These files are available as supple-
mentary material to the chapter.

Uploading these files to the server and pushing the “Ready and
fire!” button will initiate the calculations. The results reveal that the
ensemble shows an excellent correspondence to the experimental S2

data with a correlation of 0.916 while reasonably reproducing the
chemical shifts. The chemical shifts of different atom types do not
depend on the structural features to a comparable extent [6], for
example, the Cβ chemical shifts are largely determined by the
residue type. In addition, the accuracy of shift predictions is also
not uniform for all atom types. Thus, we propose to focus primarily
on Hα and Cα shifts. In their case, the ensemble-wise correlation is
higher than for any individual member of the ensemble, and this is
more apparent for Hα shifts due to the higher deviation between
individual structures (Fig. 2).

On the results page, clicking on “Toggle selection options” will
display the controls for the greedy selection. For this tutorial, we
shall choose “Correlation” as compliance measure and click “chem-
ical shifts” on the bulk select line. This will select all types of
chemical shifts available with a uniform weight of 10. Clicking on
“Start selection” initiates the process. In this case, nine structures
are selected with improved correspondence to all but the Cα and
Cβ chemical shifts, for which numerically the same excellent corre-
lation is obtained. The PCA plots below reveal that the conforma-
tional variability of the original ensemble along PC modes 1, 2, and
3 is still reasonably well captured by the selected one, despite having
only nine members (Fig. 3a). These motions primarily affect the
loops around the substrate-binding cleft (Fig. 3b). This is sup-
ported by our analysis performed with ProDy [14] and VMD
[15] showing the overlap between the principal components
obtained independently for the original and the selected ensembles
(Fig. 3c). The correlation to the backbone S2 data, which can be
judged by another analysis by uploading the selected nine struc-
tures along with the original BMRB file, drops to 0.727, a value
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that does not reach that of a properly restrained ensemble [16] but
still indicates reasonable correspondence that is definitely higher
than that expected for a common PDB-derived or unrestrained
ensemble [12].

Fig. 3 Results of the ensemble selection described in Subheading 4. (a) Selection summary output provided by
the CoNSEnsX+ web server. The table shows the correspondence of the experimental parameters in the
original and the selected ensemble, and the panels depict the result of a principal component analysis on the
original ensemble, with the points corresponding to the selected structures highlighted in red. (b) Super-
imposed structures in the original (blue) and selected (red) ensembles. Figure prepared using MOLMOL
[17]. (c) Overlap between principal components of the original and the selected ensemble based on an
independently performed analysis. The first three modes show reasonable agreement. Figure prepared using
ProDy [14]
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5 Notes

1. CoNSEnsX+ uses the NMRPyStar library to parse BMRB files
and ProDy to parse input PDB files. Although serious efforts
were put to recognize NMR parameters in different
NMR-STAR files, in case of any possible parsing error, we
recommend to manually change the input file to match the
keywords and formatting of the sample input files. Parsing
errors should be evident from the output where each processed
input parameter type and the number of parameters can be
checked.

2. We recommend that the user checks the presence of hydrogen
atoms in the input ensemble. If there are hydrogens missing,
we suggest the use of a molecule modeling tool to add all
hydrogen atoms. The pdb2gmx program in GROMACS
might be a good choice, although by default it only works on
the first model of an ensemble. Therefore, we recommend the
use of our script protonate_ensemble.pl, downloadable from
the CoNSEnsX+ downloads page, by invoking:

protonate_ensemble.pl < in.pdb > out.pdb

This script also invokes pdb2bmrbnomeclature.pl to
ensure correct stereospecific names of the protons added.

Note that the addition of hydrogens usually changes the
atom numbering in the PDB file, but this should not cause any
problems in processing the file as atoms are identified by resi-
due number and type.

3. In some rare cases, the input PDB file might contain different
chemical structures for some of the individual structures,
e.g., atoms might be missing from one or more of the models.
There might be no trivial way to identify the presence of such
inconsistencies besides visual inspection of the file or testing the
service with a smaller ensemble. For example, if a sub-ensemble
containing the first two to three structures of the original ensem-
bleworks fine but the full ensemble is not processed by the server,
it might well indicate that there are missing atoms in some of
the models in the full original ensemble.

4. The alignment tensors are estimated separately for each model,
as this might be different for them according to their overall
structure and shape. PALES is invoked separately on each
model. If the SVD option is checked as is the default, the
alignment tensors will be optimized by PALES for best fit to
the experimental RDCs. Without this option, PALES will esti-
mate the alignment by steric considerations. Averaging of
RDCs is currently done by calculating a simple arithmetic
average of the values and not the alignment tensors. This is
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analogous to the averaging of scalar couplings but differs from
the calculation method available in GROMACS, for example.

5. Although it might not be trivial at first sight, the correlation of
parameters averaged over structures is different from the aver-
age of the correlations obtained for individual structures. Usu-
ally the ensemble averaging results in a higher correlation than
that obtained for the best single structure and is practically
always higher than the average of structure-wise correlations.

6. Some NMR structure calculation software can use (or use by
default) the “sum of r�6” distance calculation method for
restraints involving multiple atom pairs. This approach results
in a lower effective distance than the lowest of all possible
atom-atom distances, and, therefore, the corresponding dis-
tances are scaled down in the distance restraint list [16]. This
primarily affects distances involving methyl groups. However,
the distance restraint files usually do not contain explicit infor-
mation on whether such scaling was applied or not. Using lists
with scaled distances will result in incorrectly detected viola-
tions as CoNSEnsX+ uses the conventional r�6 averaging
method resulting in larger effective distances. Currently, there
is no error-prone way to handle this discrepancy in general.
This, however, does not affect the PRIDE-NMR calculation as
in that the actual distances listed in the restraint file are not
explicitly used, only the presence of the restraints matters.

7. The greedy selection algorithm has the advantage of being
deterministic and the disadvantage of not necessarily being
able to find the optimum. However, the latter feature is shared
with many other approaches. This compromise is made in order
to achieve a reasonably short computation time at the expense
of finding the global optimum. In practice, a sub-ensemble
with better correspondence might exist and could be found
with a different approach (e.g., a stochastic one). Thus, the
selected sub-ensemble should be regarded as one that repre-
sents a lower limit of correspondence that can surely be
achieved by some combination of the structures in the original
ensemble. Another related aspect is that it returns the smallest
ensemble with a good correspondence to experimental data,
thereby allowing the assessment of the presence of potential
overfitting, the phenomenon where the number of structures
in the original ensemble is much higher than required to reflect
the experimental measurements.

8. The principal component calculation in the server is done by a
module of ProDy. The plots are generated for the full ensemble
with the dots corresponding to the selected structures are
highlighted. These should not be confused with a PC analysis
performed on the selected structures alone as in those the
dominant motions might be different and the correspondence
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of these to the dominant motions in the original ensemble
requires separate analysis, as done for the example described.
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2. Ángyán AF, Gáspári Z (2013) Ensemble-based
interpretations of NMR structural data to
describe protein internal dynamics. Molecules
18:10548–10567

3. Nussinov R (2016) Introduction to protein
ensembles and allostery. Chem Rev
16:6263–6266

4. Bottaro S, Bengtsen T, Lindorff-Larsen K
(2019) Integrating molecular simulation and
experimental data: a Bayesian/maximum
entropy reweighting approach. In: Gáspári Z
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